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(54) DEVICE AND METHOD FOR LINEAR ERROR CORRECTION CODES CONSTRUCTION

(57) A coded modulation device (20) for determining
one or more linear error correcting codes, wherein the
coded modulation device comprises:
- a calculation unit (201) configured to determine two or
more candidate generator matrices, each candidate gen-
erator matrix defining a linear error correcting code and
comprising values selected from a predefined set of val-
ues, each candidate generator matrix providing a set of
codeword vectors from input vectors, said input vectors
comprising values selected from said predefined set of
values;
- A metric determination unit (202) configured to associ-
ate a vector metric to each pair of codeword vectors pro-
vided by each candidate generator matrix for a prede-

fined modulation scheme and to associate a matrix metric
to each candidate generator matrix, a matrix metric as-
sociated with a candidate generator matrix being the min-
imum value among the vector metrics associated with
the pairs of codeword vectors provided by said candidate
generator matrix;
- a selection unit (203) configured to select the one or
more candidate generator matrices that are associated
with the highest matrix metric among said two or more
candidate generator matrices,
wherein the one or more linear error correcting codes are
represented by said selected one or more candidate gen-
erator matrices.
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Description

TECHNICAL FIELD

[0001] The invention generally relates to digital communications and in particular to a device and a method for the
construction of linear error correction codes for coded modulations.

BACKGROUND

[0002] Error correction codes relate to reliable transmission and/or storage of data by incorporating some redundant
information in the original data. This redundancy enables recovering the original data and/or detecting the presence of
errors, even if errors occur up to some tolerance levels.
[0003] Error correction codes are used in several digital communication devices and systems to compensate for errors
and to provide error-resistant delivery of digital data during data storage and/or transmission.
[0004] Error correction codes can be used in many devices such as computers, disks, cellular phones, user equipments,
base stations, etc. Error correction codes can be also used in different types of systems such as transmission systems
such as wireless ad-hoc networks (e.g. standardized in Wi-Fi 802.11), radio communication systems (e.g. standardized
in 3G, 4G/LTE, 5G and beyond), optical fiber-based transmission systems, and digital video broadcasting (e.g. stand-
ardized in DVB-C2, DVB-S2X, and DVB-T2).
[0005] Existing error correction codes comprise linear codes and non-linear codes. Linear codes represent codes that
satisfy a linearity property according to which any linear combination of codeword vectors is a codeword vector. Linear
codes are widely used as they are less complex and easier to implement than non-linear codes. Linear codes are
generally partitioned into block codes and convolutional codes.
[0006] A linear error correction code can be represented by a generator matrix and a parity-check matrix. The generator
matrix is used in the encoding process to generate codeword vectors comprising components. The values of the com-
ponents of each codeword vector (also referred to as ’symbols’) depend on the entries of the generator matrix (equivalently
on the entries of the parity-check matrix). In particular, a linear block code of length N and rank B encodes a block of
symbols of length N into a codeword vector of length > N, by adding N - B redundancy symbols. The redundant symbols
are used to detect and possibly correct any error that occurred during the transmission of the codeword vector.
[0007] The entries of the generator matrix and the parity-check matrix as well as the symbols comprised in the codeword
vectors belong to the algebraic structure over which the error correction code is constructed. For example, for linear
codes constructed on Galois fields of order q ≥ 2, noted GF(q), the symbols comprised in a codeword vector take values
in GF(q). A codeword vector is thus a vector of N symbols that each belong to GF(q). The code is a binary code if the
symbols belong to GF(2). In contrast, when q > 2, the code is a non-binary code.
[0008] Digital modulation techniques convert a digital signal into a modulated signal in the form of a sequence of
modulated symbols represented as signal points that belong to a signal constellation. The signal constellation depends
on the modulation scheme used for the modulation and represents the values that can be taken by each symbol as
points in the Euclidean space. The components of the digital signal are mapped onto symbols using a modulation
mapping which associates a symbol from the signal constellation with each value of the digital signal. Exemplary digital
modulation schemes comprise amplitude-shift keying (ASK), frequency-shift keying (FSK), phase-shift keying (PSK),
and quadrature amplitude modulation (QAM). Exemplary modulation mappings comprise the Gray mapping which uses
a binary representation of the components of the digital signal.
[0009] The concatenation of error correcting codes and modulation provides coded modulations. In coded modulations,
coding can be seen as a patterning of the continuous time signals, and of the phases and/or the amplitudes of the time
signals.
[0010] Almost all codes implemented in modern communication systems such as 3 GPP (3rd Generation Partnership
project) systems are based on code constructions on the assumption that the detection at the receiver is an ideal coherent
detection, which corresponds to an assumption that there is no channel uncertainty. When the channel is unknown,
channel uncertainty may be overcome by performing channel estimation using pilot signals and performing quasi-coherent
detection based on the estimated channel rather than the true channel. Such strategy induces a performance loss due
to the overhead incurred by the use of the pilot signals and the use of the estimated channel instead of the true channel.
However, existing approaches do not provide solutions for constructing binary error correction codes under channel
uncertainty, while such codes are essential in modern communication and transmission systems to ensure efficient,
reliable, and error-resilient data transmission.
[0011] There is accordingly a need for methods and devices that enable constructing error correction codes for coded
modulation schemes under channel uncertainty.
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SUMMARY

[0012] In order to address these and other problems, there is provided a coded modulation device for determining
one or more linear error correcting codes, the coded modulation device comprising:

- a calculation unit configured to determine two or more candidate generator matrices, each candidate generator
matrix defining a linear error correcting code and comprising values selected from a predefined set of values, each
candidate generator matrix providing a set of codeword vectors from input vectors, said input vectors comprising
values selected from said predefined set of values;

- a metric determination unit configured to associate a vector metric to each pair of codeword vectors provided by
each candidate generator matrix for a predefined modulation scheme and to associate a matrix metric to each
candidate generator matrix, a matrix metric associated with a candidate generator matrix being the minimum value
among the vector metrics associated with the pairs of codeword vectors provided by said candidate generator matrix;

- a selection unit configured to select the one or more candidate generator matrices that are associated with the
highest matrix metric among said two or more candidate generator matrices, the one or more linear error correcting
codes are represented by said selected one or more candidate generator matrices.

[0013] According to some embodiments, the selection unit may be configured to select, among the one or more
candidate generator matrices associated with the highest matrix metric, the candidate generator matrix that is associated
with the highest matrix metric and that provides a minimum number of pairs of codeword vectors that are associated
with a vector metric equal to said highest matrix metric, the pairs of codeword vectors comprising a zero-valued codeword
vector and a non-zero valued codeword vector.
[0014] According to some embodiments, the calculation unit may be configured to previously determine a first set of
candidate generator matrices comprising two or more candidate generator matrices and to determine at least one
candidate generator matrix from the first set of candidate generator matrices.
[0015] According to some embodiments, calculation unit may be configured to determine extended codeword vectors
from the codeword vectors provided by the selected one or more candidate generator matrices using a code extension
by applying a complex or a real Hadamard matrix of one or more codes.
[0016] According to some embodiments, each pair of codeword vectors may comprise a first codeword vector and a
second codeword vector, the calculation unit being configured to determine a first value by mapping the first codeword
vector using the predefined modulation scheme and to determine the second value by mapping the second candidate
vector using the predefined modulation scheme, the metric determination unit being configured to determine the vector
metric associated with each pair of codeword vectors as the absolute value of the pairwise correlation between the first
value and the second value.
[0017] According to some embodiments, the linear error correcting code may be binary or quaternary or 4-aray code.
[0018] According to some embodiments, the linear error correcting code may be used to encode control data transmitted
over a physical control channel in a transmission system.
[0019] There is also provided a method for determining one or more linear error correcting codes, the method com-
prising:

- determining two or more candidate generator matrices, each candidate generator matrix defining a linear error
correcting code and comprising values selected from a predefined set of values, each candidate generator matrix
providing a set of codeword vectors from input vectors, the input vectors comprising values selected from the
predefined set of values;

- determining a vector metric in association with each pair of codeword vectors provided by each candidate generator
matrix for a predefined modulation scheme;

- determining a matrix metric in association with each candidate generator matrix, a matrix metric associated with a
candidate generator matrix being the minimum value among the vector metrics associated with the pairs of codeword
vectors provided by the candidate generator matrix;

- selecting the one or more candidate generator matrices that are associated with the highest matrix metric among
the two or more candidate generator matrices, the one or more linear error correcting codes are represented by the
selected one or more candidate generator matrices.
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[0020] Advantageously, the embodiments of the invention provide constructions of linear error correcting codes opti-
mized for the non-coherent metric and providing performance approaching the optimal performance obtained using
orthogonal codes while using less signaling dimensions.
[0021] Advantageously, the embodiments of the invention provide efficient short block-length codes for user-plane
transmission and/or control signaling.
[0022] Advantageously, the embodiments of the invention provide efficient and low decoding complexity short block-
lengths and/or low-spectral efficiency codes adapted to 3GPP resource grids, in particular to transmission formats in
NR or LTE/NR transmission systems.
[0023] Advantageously, the embodiments of the invention enable increasing the sensitivity of the base stations in
LTE/NR transmission systems, which provides enhanced coverage for physical uplink control channels.
[0024] Further advantages of the present invention will become clear to the skilled person upon examination of the
drawings and the detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

[0025] The accompanying drawings, which are incorporated in and constitute a part of this specification, illustrate
various embodiments of the invention together with the general description of the invention given above, and the detailed
description of the embodiments given below.

Figure 1 illustrates an exemplary system implementing a coded modulation device, according to some embodiments
of the invention;

Figure 2 is a block diagram representing a coded modulation device, according to some embodiments of the invention;
and

Figure 3 is a flowchart depicting a method for determining a linear error correcting code, according to some embod-
iments of the invention.

DETAILED DESCRIPTION

[0026] Embodiments of the present invention provide devices and methods for constructing coded modulation schemes
from optimized linear error correcting codes and modulation mappings that enable improved decoding performance
approaching the optimal performance of orthogonal codes.
[0027] Such coded modulation schemes can be used for encoding and modulating a digital data sequence in any
device and system adapted to convert digital data sequences into coded modulation symbols.
[0028] Advantageously, the coded modulation schemes can improve system spectral efficiency and provide resistance
to impairments in transmission and storage systems.
[0029] Devices and methods according to the various embodiments of the present invention may be implemented in
many types of digital storage and transmission devices and systems, in various types of applications. Exemplary devices
and systems comprise without limitation computers, disks, laptops, phones, smartphones, recorders, base stations,
drones, satellites, etc. Exemplary applications comprise magnetic and optical recording, digital television and video
broadcasting, digital communications, positioning systems, spacecraft systems, etc.
[0030] The following description of certain embodiments of the invention will be made with reference to an application
of the invention to communication systems, for illustration purpose only. However, the skilled person will readily under-
stand that the embodiments of the invention may be implemented in other types of systems and applications.
[0031] Figure 1 illustrates an exemplary communication system 100 in which embodiments of the invention can be
implemented.
[0032] The communication system 100 may be for example:

- wired (e.g. optical fiber-based);
- wireless (e.g. radio communication systems);
- acoustic (e.g. underwater acoustic communication systems);
- molecular (used for example in underground structures e.g. tunnels and pipelines or in underwater environments).

[0033] The communication system 100 may comprise at least one transmitter device 11 (hereinafter referred to as a
"transmitter") configured to transmit a plurality of information symbols to at least one receiver device 15 (hereinafter
referred to as "receiver") through a transmission channel 13. The receiver device 15 may be configured to receive the
signal conveyed by the transmitter 11 and decode the received signal to recover the original data. The transmission
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channel 13 may be any transmission channel adapted to transmit information symbols from the transmitter device 11
to the receiver device 15, depending on the type of the communication system, such as for example a wired connection
channel, a wireless medium, an underwater communication channel, etc.
[0034] In an application of the invention to wired communication systems such as computer networking systems, the
transmitter 11 and/or the receiver 15 may be any device configured to operate in a wired network. Exemplary devices
adapted to such application comprise computers, routers or switches connected to a small or large area wired network.
Further, in such an application, the transmission channel 13 may be any type of physical cable used to ensure the
transfer of data between the different devices connected in the wired network.
[0035] In another application of the invention to wireless communication systems such as ad-hoc wireless networks
used in local area communications, wireless sensor networks and radio communication systems (e.g. LTE, LTE-ad-
vanced, 5G and beyond), the transmitter 11 and/or the receiver 15 may be any type of fixed or mobile wireless device
configured to operate in a wireless environment. Exemplary devices adapted to wireless communication systems com-
prise laptops, tablets, mobile phones, robots, IoT (Internet of Things) devices, base stations, etc. The transmission
channel 13 may be any wireless propagation medium suitable for this type of application. Exemplary applications comprise
Machine-To-Machine (M2M), Web-of-Things (WoT), and Internet of Things (IoT) (for example vehicle-to-everything
communications) involving networks of physical devices, machines, vehicles, home alliances and many other objects
connected to each other and provided with a connectivity to the Internet and the ability to collect and exchange data
without requiring human-to-human or human-to-computer interactions. IoT devices may require low bandwidth, and/or
low power consumption, and/or low data rates. In such IoT applications, the communication system 100 may be a
wireless network, for example a wireless wireless IoT/M2M network representing low energy power-consumption/long
battery life/low-latency/low hardware and operating cost/high connection density constraints such as low-power wide
area networks and low-power short-range IoT networks. Exemplary technologies used in such applications may comprise
5G, LTE-NB1 (Long Term Evolution-Machine to Machine, Narrow Band) and NB-IoT (NarrowBand IoT).
[0036] In such applications, the communication system 100 may be any IoT network or any M2M network used in
consumer, commercial, industrial, and infrastructure applications. Exemplary consumer applications comprise connected
vehicles (Internet of Vehicles IoV), home automation/smart home, smart cities, wearable technology, and connected
health. Exemplary commercial applications comprise medical and healthcare and transportation. In medicine, a digitized
healthcare system connecting medical resources and healthcare services may be used in which special monitors and
sensors are used to enable remote health monitoring and emergency notification. In transportation systems, IoT using
for example wireless sensors, can provide interaction between the vehicles and the infrastructure as well as inter and
intra vehicular communications, smart traffic control, smart parking, and safety and road assistance. Exemplary industrial
applications comprise applications in agriculture for example in farming using sensors to collect data on temperature,
rainfall, humidity, wind speed, and soil content. Exemplary infrastructure applications comprise the use of IoT devices
to perform monitoring and controlling operations of urban and rural infrastructures such as bridges and railway tracks.
[0037] In such applications, the transmitter 11 and/or the receiver 15 may be any physical internet-enabled device/object
provided with required hardware and/or software technologies enabling communication over Internet. The transmitter
11 and/or the receiver 15 may be any standard internet connected-devices such as desktop computers, servers, virtual
machines laptops, smart-phones, tablets. In some embodiments, the transmitter 11 and/or the receiver 15 may be any
IoT/M2M device or connected device operating in an IoT/M2M network such as medical devices, temperature and
weather monitors, connected cards, smart meters, game consols, personal digital assistants, health and fitness monitors,
lights, thermostats, appliances, garage doors, security devices, drones, smart clothes, eHealth devices, robots, and
smart outlets. An IoT/M2M device may be any physical device, vehicle, home appliance, or any object/thing embedded
with electronics, software, sensors, actuators, and connectivity enabling remote connection for data collection and
exchange with an IoT/M2M platform for example. A sensor may be any sensory organ/object/device (e.g. a transducer)
that can measure a characteristic such as temperature, humidity/moisture, acoustic/sound/vibration, chemical/Gas,
force/load/strain/pressure, electric/magnetic, machine vision/optical/ambient light, or position/presence/proximity.
[0038] The transmitter 11 and/or the receiver 15 may be fixed or mobile and/or may be remotely monitored and/or
controlled. The transmitter 11 and/or the receiver 15 may be equipped with power sources that provide power to the
different components ensuring the operation of these devices (e.g. dry cell batteries, solar cells, and fuel cells).
[0039] The transmission channel 13 may represent any wireless network enabling IoT in licensed or license-free
spectrum. Exemplary wireless networks comprise low-power short range networks and LPWANs. Exemplary LPWAN
technologies comprise LTE-NB1 and NB-IoT.
[0040] Further, the transmission channel 13 may accommodate several pairs of transmitters 11 and receivers 15. In
such embodiments, multiple access techniques and/or network coding techniques may be used in combination with
error correction codes and modulation. Exemplary multiple access techniques comprise Time Division Multiple Access
(TDMA), Frequency Division Multiple Access (FDMA), Code Division Multiple Access (CDMA), and Space Division
Multiple Access (SDMA).
[0041] In still another application of the invention to optical communication systems such as optical fiber-based systems,
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the transmitter 11 and the receiver 15 may be any optical transceiver device respectively configured to transmit and
receive data information propagated over an optical link. Exemplary optical communication systems comprise Polarization
Division Multiplexing (PMD) and Mode Division Multiplexing (MDM) systems.
[0042] For any type of wired, wireless or deep-space (e.g. satellites, telescopes, space probes, etc.) communication
systems, the transmission channel 13 may be a noisy channel. For example, the noise may result from the thermal noise
of the system components and/or the intercepted interfering radiation by antennas. Other exemplary sources of noise
comprise switching, manual interruptions, electrical sparks and lightning. In some embodiments, the total noise may be
modeled by an additive white Gaussian noise (AWGN). The transmission channel 13 may be a multipath channel using
single-carrier or multi-carrier modulation formats such as OFDM (Orthogonal Frequency Division Multiplexing) and FBMC
(Filter Bank Multi-Carrier) for mitigating frequency-selectivity, interference and delays.
[0043] Further, according to another application of the invention to digital mass storage, the transmission channel 13
may be modeled for example by an erasure channel, a binary symmetric channel, or a Gaussian channel. In such
application, the transmission channel 13 may be any type of storage device which can be sent to (i.e. written) and
received from (i.e. read).
[0044] The various embodiments of the invention may be implemented in a management device 17 arranged in the
system 100. In particular, the management device 17 may comprise a coded modulation device 20 configured to determine
one or more linear error correcting codes. The coded modulation device 20 may be configured to communicate the
constructed one or more linear error correcting codes to the transmitter 11 for encoding and modulating a sequence of
data to be sent to at least one receiver 15. The coded modulation device 20 may be further configured to communicate
the constructed one or more linear error correcting codes to at least one receiver 15 such that the at least one receiver
15 is able to decode the signal received from the transmitter 11 and recover the original sequence of data.
[0045] According to some embodiments, data transmission in the communication system 100 may correspond to an
uplink communication scenario during which the receiver 15 is configured to receive data from one or more transmitters
11 operating in a wireless environment. The receiver 15 may be a base station, a relay station, an eNodeB/gNodeB in
a cellular network, an access point in a local area network or in ad-hoc network or any other interfacing device operating
in a wireless environment. The transmitter 11 may be, without limitation, a mobile phone, a computer, a laptop, a tablet,
a drone, an loT device etc.
[0046] According to some embodiments, the transmitter 11 and/or the receiver 15 may be equipped with a plurality of
transmit and/or receive antennas. In such embodiments, space-time coding and/or space-time decoding techniques
may be used in combination with coded modulations for encoding data both in the time and space dimensions, thereby
exploiting space and time diversities of multiple antennas.
[0047] According to some embodiments, the transmitter 11 may comprise an error correction code encoder (not
represented in figure 1) implementing one or more error correction codes constructed by the coded modulation device 20.
[0048] A linear block code of length N and rank B encodes a block of symbols of length B into codeword vector, of
length > B, by adding N - B redundancy symbols called ’parity symbols’. The extra parity symbols are used to detect
and possibly correct any error that occurred during the transmission. Such linear codes may be represented using a
’codebook’ denoted by , a ’matrix’ denoted by G(B,N) or a ’graph’ representation.
[0049] The codebook representation defines the dictionary  of allowable codewords and the algebraic structure to
which they belong. For example, for linear codes constructed on Galois fields of order q ≥ 2, noted GF(q), the components
comprised in a codeword take values in GF(q). A codeword is thus a vector of N components that each belong to GF(q).
The code is binary if the symbols belong to GF(2). In contrast, when q > 2, the code is non-binary. In some embodiments,
non-binary linear codes with may be constructed over the ring of integers.
[0050] The matrix representation of a linear block code defines a generator matrix, denoted by G, and a parity-check
matrix, denoted by H, linked by the relation G. Ht = 0. Entries of the generator and parity-check matrices belong to the
algebraic structure over which the code is constructed. The parity-check matrix defines the parity-check constraints
which are to be satisfied by the codewords. In particular, non-zero entries of each row of the parity-check matrix define
a parity-check equation to be satisfied by any codeword. Using a row notation of vectors, the generator matrix G(B,N)
is of dimensions B x N while the parity-check matrix is of dimensions (N - B) x N. The components of the generator
matrix are denoted by Gi,j with i = 1, ..., B designating the row index and j = 1, ..., N designating the column index of the
component Gi,j.
[0051] According to some embodiments, the generator matrix G(N,B) may be represented in a systematic form such
that the generator matrix is written as: 

[0052] In equation (1), IB designates the identity matrix of dimensions B x B and GB x N-B designates a rectangular
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matrix comprising B lines or row vectors and N - B columns or column vectors. The kth row vector of the rectangular
matrix GB x N-B is denoted by gk = (Gk,1 Gk,2 ... Gk,N-B), with k = 1, ..., B.
[0053] Accordingly, the error correcting code encoder may be configured to receive a digital input data block of length,
B denoted by u, and to encode the digital input data block into a codeword vector, denoted c, using a linear error correcting
code C(B, N) provided by the coded modulation device 20. The digital input data block comprises B components (bits)
and the generated codeword vector c comprises N components. The error correcting code is constructed over a given
algebraic structure, denoted by F, and the components of the digital input data block belong to the given algebraic
structure F and is represented by a generator matrix G(N,B) in a systematic form, without loss of generality.
[0054] According to some embodiments, the algebraic structure F may be any non-zero commutative division ring,
also called a "field". Exemplary fields comprise the field of real numbers, the field of complex numbers, the field of rational
numbers, and finite fields (also known as ’Galois fields’).
[0055] A finite field is represented by a set of values comprising a finite number of values. The number of values in
the set of values represents the order of the finite field. In the following, the set of values of finite fields F = GF will be
denoted by GF(q), q designating the order of the finite field GF. The components of the digital input block and the
components of the codeword vectors comprised in the codebook generated by the error correcting code determined by
the coded modulation device are accordingly selected from the set of values GF(q).
[0056] The transmitter 11 may further comprise a modulator (not represented in figure 1) configured to implement a
modulation scheme denoted by  to determine a modulated sequence of symbols denoted by s by applying a mod-
ulation scheme using a modulation mapping π, the given modulation scheme modulating the components of the codeword
vector c to symbols comprised in a given set of symbols denoted by . Each symbol is represented as a point in the
signal constellation associated with the modulation scheme. The signal constellation comprises a number of points
(hereinafter referred to as ’signal points’ or ’constellation points’), each point corresponding to a symbol in the set of
symbols .
[0057] According to some embodiments, the modulation scheme  may be one-dimensional. In such embodiments,
the signal constellation is a one-dimensional diagram in which the signal points belong to a same line. Exemplary one-
dimensional modulation schemes comprise pulse amplitude modulations (PAM) and BPSK modulation (Binary Phase
Shift Keying).
[0058] According to other embodiments, the modulation scheme  may be two-dimensional. In such embodiments,
the signal constellation is a diagram in the complex plane represented by the two-dimensional Euclidean space. More

specifically, the signal constellation is a sub-set of the two-dimensional real field , in which each signal point is
represented by a couple of coordinates that depend on the modulation scheme . The symbols are accordingly
represented as complex numbers modulating a cosine and sine carrier signal with the real and imaginary parts and can
be sent using two carriers on the same frequency, referred to as ’quadrature carriers’. The modulated vector s may be
a complex-value vector comprising κ complex-value symbols s1,s2,...,sκ with q bits per symbol. An information symbol
sj has a mean power Es, and can be written in the form: 

[0059] In equation (2), i denotes the complex number such that i2 = -1, the R(.) operator corresponds to the real part
of the input value sj, and I(.) Corresponds to the imaginary part of an input value sj.
[0060] When modulation formats such as 2q-QAM are used, the 2q symbols or states represent a sub-set of the integer
field Z[i]. The corresponding constellation is composed of 2q points representing the different states or symbols. In
addition, in the case of squared modulations, the real and imaginary parts of the information symbols belong to the same
finite alphabet A = [-(q - 1), (q - 1)]. The minimum distance dmin of a modulation scheme represents the Euclidean distance
between two adjacent points in the constellation and is equal to 2 in such example.
[0061] The real and imaginary axes in the complex plane are respectively called the ’in phase’ and the ’quadrature’
axes. Accordingly, for two-dimensional modulation schemes , a modulation mapping π associates each value of

the components cj in the set of values GF(q) with a symbol  according to: 
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[0062] In equation (3),  (respectively  designates the in-phase (respectively the quad-
rature) coordinate of the mapped component π(cj).
[0063] Exemplary two-dimensional modulation schemes comprise frequency-shift keying (FSK), phase-shift keying
(PSK), and quadrature amplitude modulation (QAM). 2q-QAM and 2q-PSK define 2q symbols or states.
[0064] The number of symbols comprised in the set of symbols  (respectively the number of points in the signal
constellation) represents the order of the modulation scheme .
[0065] According to another embodiment, the modulation scheme  may be a multidimensional modulation of a
dimension higher than or equal to three. Exemplary multidimensional modulation formats comprise polarization-multi-
plexed QAM and polarization-multiplexed QPSK used for example in optical fiber communications.
[0066] According to some embodiments, the modulation scheme  may be a higher-order modulation, i.e. a mod-
ulation of an order higher than or equal to four (4).
[0067] According to some embodiments, the order of the modulation scheme  may be equal to the order of the
finite field over which the linear error correcting code is constructed.
[0068] According to other embodiments, the order of the modulation scheme  may be different from the order of
the finite field GF.
[0069] For any dimension and any order of the modulation scheme , the distance between every two different
signal points in the corresponding signal constellation corresponds to the Euclidean distance between the two points in

the Euclidean space (  for one-dimensional modulation schemes and  for two-dimensional modulation schemes).
In particular, the minimum Euclidean distance of the modulation scheme  corresponds to the smallest Euclidean
distance evaluated over all different signal points representing the different symbols in the set of symbols .
[0070] Accordingly, for two-dimensional modulation schemes , the Euclidean distance

between two signal points sj ≠ sl can be written according to:

[0071] The minimum Euclidean distance of the modulation scheme  is then given by:

[0072] In embodiments using BPSK modulations, the components of the digital input data block, the components of
the generator matrix and the components of the codeword vector are binary. Further, addition and multiplication operations
are assumed to be modulo two (’2’).
[0073] For BPSK modulations, the error correcting code encoder receives a vector u that comprises B components
and generates an N-dimensional codeword vector c such that c = u.G. The modulator then determines the vector s
comprising N information symbols si with i = 1,..., N by mapping the components of the codeword vector c such that si
= 2ci - 1 with ci designating the ith component of the codeword vector c.
[0074] In embodiments using QPSK modulations, the components of the digital input data block are binary and are
modulated to integers modulo four (’4’). The associated arithmetic operations (including addition, subtraction, and mul-
tiplication) and the components of the generator matrix are assumed to be modulo four (’4’).
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[0075] For QPSK modulations, the error correcting code encoder determines the N-dimensional codeword vector c
as c = u’. G such that, for even values of B, the components of the vector u’ are given by u’(i) = 2u(2i) + u(2i + 1) and
for odd values of B, the components of the vector u’ are given by: 

[0076] For QPSK modulations, the modulator then determines the vector s comprising N information symbols si with
i = 1, ..., N by mapping the components of the codeword vector c such that: 

[0077] In equation (7), α designates an arbitrary real constant known at the receiver 15.
[0078] According to some embodiments, the transmitter 11 may further comprise a space-time encoder (not illustrated
in figure 1) for performing space-time coding or spatial multiplexing in embodiments in which the transmitter 11 is equipped
with a plurality of transmit antennas.
[0079] According to some embodiments, each transmit antenna implemented in the transmitter 11 may be associated
with a single carrier or a multi-carrier modulator to convert the constructed codeword or vector of spatially multiplexed
symbols from the time domain to the frequency domain using a single carrier or a multi-carrier modulation technique.
Exemplary multi-carrier modulation techniques comprise OFDM and FBMC. Signals may be sent from the one or more
transmit antennas implemented in the transmitter 11 optionally after filtering, frequency transposition and amplification.
[0080] According to some embodiments, the digital input data encoded at the transmitter 11 may correspond to control
data used in uplink control channels. Exemplary control channels comprise PUCCH (’Physical Uplink Control Channels’)
and PUSCH (’Physical Uplink Shared Channels). Exemplary transmission formats comprise the LTE/NR PUCCH format
2 and the LTE/NR PUCCH formats 3 and 4 considered in current 3GPP systems.
[0081] The symbols of the vector s may represent samples in both time and frequency. In particular, the frequency
dimensions may be adjacent carriers in a multi-carrier symbol (for example an OFDM symbol) and the time dimensions
may refer to different multi-carrier symbols. In general, a time or frequency dimension is designated by a resource element.
[0082] According to some embodiments in application to 3GPP systems, the length N of the linear error correcting
code may be given by N = 12KL with K designating the number of physical resource blocks over which coding is performed
and L designating the number of symbols.
[0083] According to some embodiments in application for example to single-carrier NB-IoT transmissions, the length
N of the linear error correcting code may be given by N = 7L with L designating the number of time slots used for the
transmission.
[0084] The receiver 15 may be configured to receive and decode the signals communicated by the transmitter 11
through the transmission channel 13. The receiver 15 may be integrated in a base station such as a Node-B in a cellular
network, an access point in a local area network or ad-hoc networks or any other interfacing device operating in a wireless
environment. The receiver 15 may be fixed or mobile. In one exemplary embodiment, the receiver 15 may comprise a
demodulator (not illustrated in figure 1) configured to generate a demodulated sequence by performing a demodulation
of the received signal, and an error correcting code decoder (not illustrated in figure 1) configured to deliver as output
an estimate of the encoded sequence sent over the transmission channel 13.
[0085] In one application of the invention to wireless communications, the signals sent by the transmitter 11 may be
subject to fading and interference, and the transmission channel 13 may be noisy (affected for example by a Gaussian
Noise). In such embodiments, the received signal at the receiver may be written as: 

[0086] In equation (8), y designates the received signal, s(m) designates the modulated vector and stands for a
complex-value N-dimensional vector carrying B information bits such that the message m = 0,1, ..., 2B - 1. The parameter
z stands for the additive white Gaussian noise which real and imaginary components are independent and have variance
σ2 in each dimension. A and θ respectively refer to the unknown channel amplitude and phase which are assumed to
be constant over all dimensions on the received signal y. Such assumption involves that linear phase increments due
to residual timing offset and/or that frequency offset may be compensated prior to decoding.
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[0087] The vector of information symbols s(m) may have a constant and unitary amplitude such that |s(m)| = 1 ∀m.
[0088] The receiver 15 may implement a reverse processing of the processing performed in the transmitter 11. Ac-
cordingly, if a single-carrier modulation is used at the transmitter 11 rather than a multi-carrier modulation, the receiver
15 may implement a single-carrier demodulator. The receiver 15 may further comprise a Space-Time decoder (not
illustrated in figure 1) in embodiments in which the receiver 15 is equipped with two or more receive antennas.
[0089] The optimal receiver without channel uncertainty (i.e. for channel amplitude and phase perfectly known at the
receiver) is a coherent receiver configured to determine an estimate m of the original message m by solving the optimi-
zation problem defined by: 

[0090] Solving the optimization problem in equation (9) may be achieved using a Least-square estimation of the
amplitude and phase of the channel using reference signals.
[0091] The maximum likelihood detection is implemented in a joint estimation-detection receiver. For complex unknown
channel amplitude and phase independent such that the phase θ is uniformly distributed over [0,2π], the maximum
likelihood detection may be expressed by: 

[0092] The various embodiments of the invention provide a coded modulation device 20 and a method for constructing
one or more linear error correcting codes under non-coherent transmission assumption and optimized for approaching
the performance of orthogonal codes.
[0093] The quality of an error correcting coding scheme may be evaluated and quantified using a parameter, referred
to as a loss factor, and given by: 

[0094] The loss factor quantifies the loss in effective signal energy compared to an orthogonal signal set. In equation
(11), ρNC,max designates the maximum non-coherent metric associated with the linear error correcting code C and is
given by: 

[0095] In equation (12), ρ(m, m’) designates a metric determined from pairwise correlations between transmitted
vectors s(m) and s(m’) and is given by: 

[0096] In equation (13), NDMRS designates the number of reference symbols comprised in the transmitted vectors and
πd designates the sequence of positions of the reference symbols in the transmitted and received vectors.
[0097] The performance of the joint estimation-detection receiver may be asymptotically approximated as: 

[0098] In equation (14), Nmin designates the average number of the nearest neighbours or 2-B ∑m,m,In(|ρ(m,m’)| =
ρNC,max), where In(.) is the indicator function.
[0099] The embodiments of the invention provide devices and methods for the construction of linear error correcting
codes for joint estimation-detection based on the non-coherent detection metric. This provides power codes adapted
for low-to-medium spectral efficiency transmissions, approaching the performance of orthogonal codes, while keeping
a practical decoding complexity at the receiver 15.

^
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[0100] Referring to figure 2, there is provided a coded modulation device 20 for determining one or more linear error
correcting codes C(B,N) of length N and rank B, a linear error correcting code C(B,N) represented by a generator matrix
G(N,B) given in a systematic form according to equation (1).
[0101] According to some embodiments, the one or more linear error correcting code may be binary or quaternary.
[0102] According to some embodiments, the one or more linear error correcting code may be used to encode control
data transmitted over a physical control channel in a transmission system.
[0103] Referring to figure 2, the coded modulation device 20 may comprise a calculation unit 201 configured to de-
termine P ≥ 2 or two or more candidate generator matrices denoted by G(p)(N(p),B(p)) for p = 1, ...,P, each candidate

generator matrix G(p)(N(p),B(p)) defining a linear error correcting code C(p)(B(p),N(p)) and comprising values  selected
from a predefined set of values dependent on a given algebraic structure over which the code is constructed. Each

candidate generator matrix G(p)(N(p),B(p)) defines a candidate codebook, denoted by , and provides a set of

codeword vectors, denoted by  from input vectors  The input vectors
comprise values selected from the predefined set of values dependent on the given algebraic structure.
[0104] The coded modulation device 20 may further comprise a metric determination unit 202 configured to associate

a vector metric, denoted by  to each pair of codeword vectors  provided by each
candidate generator matrix G(p)(N(p),B(p)) for a predefined modulation scheme  and to associate a matrix metric,
denoted by Mp(G(p)(N(p),B(p))), to each candidate generator matrix G(p)(N(p),B(p)). The matrix metric Mp(G(p)(N(p),B(p)))
associated with the candidate generator matrix G(p)(N(p),B(p)) is the minimum value among the vector metrics

 ρ(p) associated with the pairs of codeword vectors  The codeword vectors are the

vectors  and    provided by the candidate generator matrix G(p)(N(p),B(p)).
The matrix metric Mp(G(p)(N(p),B(p))) associated with the candidate generator matrix G(p)(N(p),B(p)) may be expressed as: 

[0105] The coded modulation device 20 may further comprise a selection unit 203 configured to select, among the
two or more candidate generator matrices G(p)(N(p),B(p)) with p = 1, ..., P, the one or more candidate generator matrices
G(sel)(N(sel),B(sel)) that are associated with the highest matrix metric Msel(G(sel)(N(sel),B(sel))). The selection unit 203 may
accordingly select, among the two or more candidate generator matrices G(p)(N(p),B(p)) with p = 1, ..., P, the one or more
candidate generator matrices that satisfy the optimization problem given by: 

[0106] The one or more linear error correcting codes determined by the coded modulation device 20 are the one or
more linear error correcting codes C(sel)(G(sel),N(sel)) that are represented by the selected one or more candidate generator
matrices G(sel)(N(sel),B(sel))

[0107] According to some embodiments, the vector metric  associated to each pair of codeword

vectors  provided by each candidate generator matrix G(p)(N(p),B(p)) may correspond to the non-coherent

metric given in equation (14) and determined from pairwise correlations between the codeword vectors  and 
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for a predefined modulation scheme . In such embodiments, each pair of codeword vectors  comprises

a first codeword vector  and a second codeword vector  The calculation unit 201 is configured to determine
a first value denoted by

by mapping the first codeword vector  using the predefined modulation scheme  and to determine a second
value denoted by

by mapping the second candidate vector  using the predefined modulation scheme . The metric determination

unit 202 is configured to determine the vector metric  associated with each pair of codeword vectors

 as the absolute value of the pairwise correlation between the first value

and the second value

[0108] In particular, since the constructed error correcting codes are linear before and after the modulation operation,
non-coherent metric may be determined as in equation (14) based on the correlations between the all-zero codeword
vector and the all non-zero codeword vectors generated by each candidate generator matrix G(p)(N(p),B(p)), the first

codeword vector  corresponding to the all-zero vector and the second codeword vector  corresponding to
a non-zero codeword vector.

[0109] In particular embodiments using BPSK modulations, the vector metric    associated

with the pair of codeword vectors  may be determined as: 

[0110] In equation (17),  stands for the Hamming weight of the codeword vector  and corresponds
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to the number of non-zero components in the codeword vector  

[0111] In particular embodiments using QPSK modulations, the vector metric    associated

with the pair of codeword vectors  may be determined as: 

[0112] In equation (18),  for i = 0,1,2,3 designate the number of occurrences of i in the codeword vector

 
[0113] According to some embodiments, the selection unit 203 may be configured to select, among the one or more
candidate generator matrices G(sel)(N(sel),B(sel)) associated with the highest matrix metric MselG(sel)(N(sel),B(sel))), the
candidate generator matrix G(opt)(N(opt),B(opt)) that :

- is associated with the highest matrix metric Msel(G(sel)(N(sel),B(sel))), and

- provides a minimum number Nmin of pairs of codeword vectors    that are

associated with a vector metric  equal to the highest matrix metric Msel(G(sel)(N(sel),B(sel))).

[0114] The pairs of codeword vectors  comprise a zero-valued codeword vector

 and a non-zero valued codeword vector  
[0115] According to some embodiments, the linear error correcting code represented by the selected generator matrix
G(opt)(N(opt),B(opt)) may have the property according to which some dimensions are independent of the information bits
(i.e. they are equal to zero). Such property amounts to a reference symbol in the linear error correcting code and may
be considered as a positive by-product of the optimization.
[0116] According to some embodiments, the search complexity of the two or more candidate generator matrices may
be reduced by reducing the candidate set of generator matrices among which the two or more candidate generator
matrices are searched. Accordingly, the calculation unit 201 may be configured to previously determine a first set of
candidate generator matrices Λ comprising two or more candidate generator matrices G(l)(N(l),B(l)) with l = 1, ..., Card(Λ)
and to determine at least one candidate generator matrix G(p)(N(p),B(p)) from the first set of candidate generator matrices
Λ. The two or more candidate generator matrices G(l)(N(l),B(l)) may be expressed in a systematic form according to

equation (1) such that  with  being a rectangular matrix

comprising B(l) lines and N(l) - B(l) rows such that the kth row vector of the rectangular matrix  is designated

by  with k = 1, ..., B(l). The components of the candidate generator matrix

G(l)(N(l),B(l)) are denoted by  with i = 1, ..., B(l) designating the row index and j = 1, ..., N(l) designating the column

index of the component  
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[0117] According to some embodiments, the calculation unit 201 may be configured to determine the first set of
candidate generator matrices Λ by determining candidates for the rows of the candidate generator matrices G(l)(N(l),B(l))

among a candidate set of rows denoted by G(δ), the candidate set of rows comprising candidate rows  for l = 1, ...,
Card(Λ) and k = 1, ..., B(l) such that the candidate rows satisfy the inequality given by: 

[0118] In equation (19), vk designates a row vector comprising B(l) components denoted by  with h = 1, ...,B(l)

such that  for h = k and  for h ≠ k. The candidate row vectors comprised in the candidate set of rows

G(δ) thereby satisfy a condition related to the non-coherent metric  between the zero-valued vector

and the codeword vector comprising a sub-vector vk and the candidate row vector  The notation gk,(l) = 
will be used hereinafter to denote a candidate matrix row.
[0119] The parameter δ in equation (19) designates a metric threshold and is previously set such that the metric
threshold δ has a value smaller than or equal to the maximum non-coherent metric ρNC,max : ρNC,max ≥ δ.
[0120] In order to reduce the time for searching the two or more candidate generator matrices, candidates for the rows

of the rectangular matrices  may be preselected and the search may be restricted among the candidate

set of rows G(δ) that comprises candidate matrix rows  gk,(l) satisfying the condition given in equation

(20). After searching through all possible combinations of the candidate row vectors  for k = 1, ..., B(l) (equivalently
the candidate matrix rows gk,(l)) in the candidate set of rows G(δ), if the resulting non-coherent metric is greater than or
equal to the metric threshold, the search is stopped and the optimal candidate generator matrix may be output as a
result of the search. Accordingly, the search method implements a search algorithm that is provided to scan all possible

candidate row vectors  for k = 1, ...,B(l) and to prune the search by dropping the candidate row vectors that will not
lead to a smaller non-coherent metric value along the search.
[0121] Accordingly, the calculation unit 201 may be configured to initialize the non-coherent metric value ρNC,max to
a given first value and to initialize the minimum number Nmin of pairs of codeword vectors associated with a vector metric
equal to the highest matrix metric to a given second value. In some embodiments, the given first value and the given
second value may be equal to N + 1, the initialization consisting in setting ρNC,max to = N + 1 (ρNC,max = N + 1) and Nmin
to N + 1 (Nmin = N + 1).
[0122] The calculation unit 201 may be configured to then enumerate the elements of the candidate set of rows G(δ)

as  with l = 1, ..., Card(G(δ)), a candidate matrix row being designated by  gk,(l)
[0123] The search for the candidate matrix rows may be based on an iterative search. Denoting by i(k) the current

index in the search for the kth candidate row vector  the search is constrained by the inequalities given by: 

[0124] In a first step, a loop over all values for i(1) and corresponding  may be performed. For each index
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i(1), a loop over i(2) ≥ i(1) may be performed and, for each index i(1), a sub-code with information positions 3,..., B(l) set
to zero may be scanned. A maximum non-coherent metric ρNC,max,1 for the sub-code may be computed by searching
all codewords in the sub-code. The calculation unit 201 may be configured to perform a first pruning step if the calculation
unit 201 determines that the maximum non-coherent metric ρNC,max,1 is smaller than or equal to the initial value ρNC,max
of the non-coherent metric. If so, the generator pair is selected as a candidate for further search. Otherwise the calculation
unit 201 returns to the first step.
[0125] In a second step, a loop over all values for i(3) ≥ i(2) may be performed and for each index i(3) the sub-code
with information positions 4,...,B(l) set to zero may be scanned. A maximum non-coherent metric ρNC,max,2 for the sub-
code may be computed by searching all codewords in the sub-code. The calculation unit 201 may be then perform a
second pruning step. If the calculation unit 201 determines that the computed maximum non-coherent metric ρNC,max,2
is smaller than or equal to the initial value ρNC,max of the non-coherent metric, then the generator pair is a candidate for
further search. Otherwise, the calculation unit 201 processes the second step.
[0126] The calculation unit 201 may be configured to iterate the second step for each row index k = 5, ..., B(l) and
perform pruning at each level when the correlation condition consisting in comparing a current computed maximum non-
coherent metric ρNC,max,k with the initial value ρNC,max of the non-coherent metric is not satisfied. The number of corre-
lations at the maximum value may be also stored during the search. When the search arrives at the level k = B(l), the
calculation unit 201 determines :

(i) if the last computed maximum non-coherent metric ρNC,max,B(l) is smaller than or equal to the initial value ρNC,max
of the non-coherent metric (i.e. if ρNC,max,B(l) ≤ ρNC,max), and

(ii) if the number  of correlations at the maximum value is smaller than Nmin.

[0127] If the two conditions (i) and (ii) are satisfied, the calculation unit 201 may be configured to update the initial
value of the non-coherent metric to the last computed maximum non-coherent metric such that ρNC,max = ρNC,max,B(l)

and to update the initial number of correlations Nmin to the number  of correlations at the maximum value such

that  Nmin The current code corresponding to the candidate rows satisfying such conditions may be
output as the best code found.
[0128] In response to the completion of all the loops, if the resulting computed maximum non-coherent metric ρNC,max,B(l)
is lower or equal to the metric threshold δ (ρNC,max,B(l) ≤ δ), then the optimal code is found. Otherwise, the metric threshold
δ may be incremented and a new iteration of the search is performed using the incremented value of δ.
[0129] In some embodiments, the calculation unit 201 may be configured to determine extended codeword vectors
from the codeword vectors provided by the selected one or more candidate generator matrices using a code extension
by applying a complex or a real Hadamard matrix for higher dimensionality and increased payload size. Accordingly, a
linear error correcting code C(sel)(B(sel),N(sel)) represented by a selected generator matrix G(sel)(N(sel),B(sel)) in N(sel)

signaling dimensions may be extended to E.N(sel) dimensions and B(sel) + alog2EÌ bits by performing a Kronecker product

of the codeword generated by the generator matrix C(sel)(N(sel),B(sel)) and any row or column of a complex or real Hadamar
matrix. In embodiments using BPSK and QPSK modulations, an extended codeword may be determined as

 i = 1, ..., EN(sel). The resulting extended code exhibits the same minimal non-
coherent metric as the base code C(sel)(B(sel),N(sel)) generated by the generator matrix G(sel)(N(sel),B(sel))
[0130] The concatenation of one or more Hadamard codes with any constructed code provides superior error rate
performance for the extension bits. Specifically, the alog2EÌ extension bits have error-probability that is equivalent to
2alog2EÌ orthogonal code sequences that differ in the extension bits in that they are orthogonal to each other by such
construction. All maximum correlation pairwise error events have the same bit sequence on the extension bits and
differing bit sequences in the information bits of the base code. The asymptotic coding gain for the extension bits
compared to the base code information bits corresponds to 10log10 1 - ρNC,max where ρNC,max is the maximum correlation
of the base code.
[0131] Referring to figure 3, there is also provided a method for determining one or more linear error correcting codes
C(B,N) of length N and rank B, a linear error correcting code C(B,N) being represented by a generator matrix G(N,B)
given in a systematic form according to equation (1).
[0132] In some embodiments, the one or more linear error correcting code may be binary or quaternary.
[0133] The one or more linear error correcting code may be used to encode control data transmitted over a physical
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control channel in a transmission system.
[0134] At step 301, P ≥ 2 or two or more candidate generator matrices G(p)(N(p),B(p)) for p = 1, ..., P may be determined,
each candidate generator matrix G(p)(N(p),B(p)) defining a linear error correcting code C(p)(B(p),N(p)) and comprising

values  selected from a predefined set of values dependent on a given algebraic structure over which the code

is constructed. Each candidate generator matrix G(p)(N(p),B(p)) defines a candidate codebook denoted by  and

provides a set of codeword vectors denoted by  from input vectors 
the input vectors comprising values selected from the predefined set of values which are dependent on the given algebraic
structure.

[0135] At step 303, a vector metric  may be determined in association with each pair 
of codeword vectors provided by each candidate generator matrix G(p)(N(p),B(p)) for a predefined modulation scheme

.
[0136] At step 305, a matrix metric Mp(G(p)(N(p),B(p))) may be determined in association with each candidate generator
matrix G(p)(N(p),B(p)), the matrix metric Mp(G(p)(N(p),B(p))) associated with the candidate generator matrix G(p)(N(p),B(p))

being defined according to equation (15). The codeword vectors represent the vectors  and 

   provided by the candidate generator matrix G(p)(N(p),B(p)).
[0137] At step 307, the one or more candidate generator matrices G(sel)(N(sel),B(sel)) that are associated with the highest
matrix metric Msel(G(sel)(N(sel),B(sel))) may be selected among the two or more candidate generator matrices G(p)(N(p),B(p))
with p = 1, ..., P according to the maximization problem given in equation (16), the one or more linear error correcting
codes C(sel)(B(sel),N(sel)) being represented by the selected one or more candidate generator matrices G(sel)(N(sel),B(sel)).

[0138] In some embodiments, the vector metric  associated with each pair of codeword vectors

 provided by each candidate generator matrix G(p)(N(p),B(p)) may correspond to the non-coherent metric

defined by equation (13) and determined from pairwise correlations between the codeword vectors  and  for

a predefined modulation scheme . In such embodiments, each pair of codeword vectors  comprises

a first codeword vector  and a second codeword vector  the calculation unit 201 being configured to determine
a first value denoted by

by mapping the first codeword vector  using the predefined modulation scheme  and to determine a second
value denoted by

by mapping the second candidate vector  using the predefined modulation scheme , the metric determination
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unit 202 being configured to determine the vector metric  associated with each pair of codeword

vectors  as the absolute value of the pairwise correlation between the first value

and the second value

[0139] In particular, since the constructed error correcting codes are linear before and after the modulation operation,
non-coherent metric may be determined as in equation (13) based on the correlations between the all-zero codeword
vector and the all non-zero codeword vectors generated by each candidate generator matrix G(p)(N(p),B(p)), the first

codeword vector  corresponding to the all-zero valued vector and the second codeword vector  corresponding
to a non-zero codeword vector.
[0140] According to some embodiments, the method may further comprise a step (not represented in figure 3) for
selecting, among the one or more candidate generator matrices G(sel)(N(sel),B(sel)) associated with the highest matrix
metric Msel(G(sel)(N(sel),B(sel)) the candidate generator matrix G(opt)(N(opt),B(opt)) that is associated with the highest matrix
metric Msel(G(sel)(N(sel),B(sel)) and that provides a minimum number Nmin of pairs of codeword vectors

 associated with a vector metric  equal to the highest matrix

metric Msel(G(sel)(N(sel),B(sel))). The pairs of codeword vectors  comprise a zero-

valued codeword vector  and a non-zero valued codeword vector  
[0141] In some embodiments, step 301 may comprise a plurality of sub-steps (not illustrated in figure 3) applied to
determine two or more candidate generator matrices with a reduced complexity by reducing the search set for the
candidate rows of the candidate generator matrices and determining a reduced first set of candidate generator matrices
Λ comprising two or more candidate generator matrices G(l)(N(l),B(l)) with l = 1, ..., Card(Λ) and determining at least one
candidate generator matrix G(p)(N(p),B(p)) from the first set of candidate generator matrices Λ. The two or more candidate
generator matrices G(l)(N(l),B(l)) may be expressed in a systematic form according to equation (1) such that

 with  being a rectangular matrix comprising B(l) lines

and N(l) - B(l) rows such that the kth row vector of the rectangular matrix  is designated

 with k = 1, B(l), the components of the candidate generator matrix

G(l)(N(l),B(l)) being denoted by  with i = 1, ...,B(l) designating the row index and j = 1, ..., N(l) designating the column

index of the component  
[0142] According to some embodiments, the first set of candidate generator matrices Λ may be determined by deter-
mining candidates for the rows of the candidate generator matrices G(l)(N(l),B(l)) among a candidate set of rows G(δ),
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the candidate set of rows comprising candidate rows  for l = 1, ..., Card(Λ) and k = B(l) such that the candidate rows

satisfy the inequality given in equation (19). Candidates for the rows of the rectangular matrices  may
be preselected and the search may be restricted among the candidate set of rows G(δ) that comprises candidate matrix

rows  gk,(l) satisfying the condition defined by equation (19). After searching through all possible

combinations of the candidate row vectors  for k = 1, ..., B(l) (equivalently the candidate matrix rows gk,(l)) in the
candidate set of rows G(δ), if the resulting non-coherent metric is greater than or equal to the metric threshold, the search
is stopped and the optimal candidate generator matrix may be output as a result of the search. The method thereby

implements a search algorithm that attempts to scan all possible candidate row vectors vectors  for k = 1, ..., B(l)

and prunes the search by dropping the candidate row vectors that will not lead to a smaller non-coherent metric value
along the search.
[0143] In an initialization sub-step, the non-coherent metric value ρNC,max may be initialized to a given first value and
the minimum number Nmin of pairs of codeword vectors associated with a vector metric equal to the highest matrix metric
may be initialized to a given second value. In some embodiments, the given first value and the given second value may
be equal to N + 1, the initialization sub-step comprising setting ρNC,max to N + 1 (ρNC,max = N + 1) and Nmin to N + 1
(Nmin = N + 1).

[0144] The elements of the candidate set of rows G(δ) as  with l = 1, ...,Card(G(δ)) may be then enumerated, a

candidate matrix row being designated by  gk,(l) The following sub-steps of the method are based
on an iterative processing for searching for the optimal linear error correcting code and the optimal corresponding
generator matrix. The method accordingly implements one or more iterations of sub-steps for each current index i(k)

designating the current index in the search for the kth candidate row vector  The search is constrained by the
inequalities given by equation (20).

[0145] More specifically, in a first sub-step, a loop over all values for i(1) and corresponding  may be performed.
For each index i(1), a loop over i(2) ≥ i(1) may be performed and for each i(1) a sub-code with information positions 3, ...,
B(l) set to zero may be scanned. A maximum non-coherent metric ρNC,max,1 for the sub-code may be computed by
searching all codewords in the sub-code. A first pruning step may be performed if it is determined that the maximum
non-coherent metric ρNC,max,1 is smaller than or equal to the initial value ρNC,max of the non-coherent metric. If so, the
generator pair is a candidate for further search. Otherwise the first sub-step is processed.
[0146] In a second sub-step, a loop over all values for i(3) ≥ i(2) may be performed and for each i(3) the sub-code with
information positions 4, ..., B(l) set to zero may be scanned. A maximum non-coherent metric ρNC,max,2 for the sub-code
may be computed by searching all codewords in the sub-code. A second pruning step may be then performed. If it is
determined that the computed maximum non-coherent metric ρNC,max,2 is smaller than or equal to the initial value ρNC,max
of the non-coherent metric, then the generator pair is a candidate for further search. Otherwise, the second sub-step is
processed.
[0147] The second sub-step may be reiterated for each row index k = 5, ...,B(l) and pruning may be performed at each
level when the correlation condition comparing a current computed maximum non-coherent metric ρNC,max,k with the
initial value ρNC,max of the non-coherent metric is not satisfied. The number of correlations at the maximum value may

be also stored during the search. When the search arrives at the level k = B(l), if it is determined that the last computed
maximum non-coherent metric ρNC,max,B(l) is smaller than or equal to the initial value ρNC,max of the non-coherent metric

(i.e. if ρNC,max,B(l) ≤ ρNC,max) and if the number  of correlations at the maximum value is smaller than Nmin, then:

- the initial value of the non-coherent metric may be updated to the last computed maximum non-coherent metric
such that ρNC,max = ρNC,max,B(l) and



EP 3 955 482 A1

19

5

10

15

20

25

30

35

40

45

50

55

- the initial number of correlations Nmin may be updated to the number  of correlations at the maximum value

such that  

[0148] The current code corresponding to the candidate rows satisfying such conditions may be output as the best
code found.
[0149] When all the loops are completed, if the resulting computed maximum non-coherent metric ρNC,max,B(l) ≤ δ, then
the optimal code is found, otherwise the metric threshold may be incremented and the search repeated using the
incremented value of δ.
[0150] According to some embodiments, the method may further comprise a step (not represented in figure 3) for
determining extended codeword vectors from the codeword vectors provided by the selected one or more candidate
generator matrices using a code extension (also referred to as code expansion) by applying a complex or a real Hadamard
matrix for higher dimensionality and increased payload size. Accordingly, a linear error correcting code C(sel)(B(sel),N(sel))
represented by a selected generator matrix G(sel)(N(sel),B(sel)) in N(sel) signaling dimensions may be extended to E.N(sel)

dimensions and B(sel) + alog2EÌ bits by performing a Kronecker product of the codeword generated by the generator

matrix G(sel)(N(sel),B(sel)) and any row or column of a complex or real Hadamar matrix. In embodiments using BPSK and

QPSK modulations, an extended codeword may be determined as  i = 1, ...,
EN(sel). The resulting extended code exhibits the same minimum non-coherent metric as the base code C(sel)(B(sel),N(sel))
generated by the generator matrix G(sel)(N(sel),B(sel)).
[0151] The following table 1 provides a list of exemplary short block length codes determined according to the various
embodiments of the invention for 3 - 11 bits in 6,7,12,14 and 24 dimensions. The considered modulation schemes, the
asymptotic performance metrics, the number of reference symbols (denoted as DMRS) and the generator matrices
specifying the parity positions are provided for each constructed code.

(N,B) modulation
  

Loss in dB (compared to 
orthogonal)

number 
of 
DMRS

Generator Matrix (parity 
positions)

(6,3) QPSK .33333/1 1.76 0 2 3 3 3
2 1 2 3

(6,4) QPSK .33333/13 1.76 0 2 3 3 3
1 1 2 3

(6,5) QPSK .47140/9 2.77 0 2 2 3
0 1 2
0 2 1

(6,6) QPSK .66667/1 4.77 0 2 3 3
2 3 3
0 1 2

(6,7) QPSK .70544/3 5.33 0 3 3
1 1
0 3
0 2

(6,8) QPSK .74536/1 5.95 0 3 3
1 2
1 1
3 0
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(continued)

(N,B) modulation
  

Loss in dB (compared to 
orthogonal)

number 
of 
DMRS

Generator Matrix (parity 
positions)

(6,9) QPSK .74536/1 5.95 0 2
1
1
1
1

(7,3) QPSK .14286/7 .70 0 2 2 3 3 3
2 3 1 2 3

(7,4) QPSK .31944/11 1.67 0 2 2 3 3 3
1 2 1 2 3

(7,5) QPSK .42857/8 2.43 0 3 3 3 3
1 3 3 3
2 0 2 3

(7,6) QPSK .51508/9 3.14 0 2 2 3 3
1 3 1 1
2 3 0 3

(7,7) QPSK .58902/7 3.86 0 3 3 3
3 3 3
2 3 3
0 1 2

(7,8) QPSK .71429/1 5.4407 0 2 3 3
2 3 3
2 3 3
0 1 2

(7,9) QPSK .71429/9 5.4407 0 2 2
1 1
1 1
0 3
0 2

(7,10) QPSK .71429/32 5.4407 0 1 1
1 1
1 1
1 1
03

(12,4) QPSK .166667/11 0.79 1 2 1 2 3 3 2 0 1 2 3
1 3 0 2 0 3 0 1 2 3

(12,5) QPSK .33333/9 1.76 1 3 2 1 0 3 3 0 2 0
2 3 1 1 3 3 0 2 0
3 3 0 1 1 0 2 2 0

(12,6) QPSK .33333/1 1.76 0 1 2 2 3 3 3 3 3 3
3 2 3 1 2 3 3 3 3
2 1 2 2 2 0 1 2 3
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(continued)

(N,B) modulation
  

Loss in dB (compared to 
orthogonal)

number 
of 
DMRS

Generator Matrix (parity 
positions)

(12,7) QPSK .37268/16 2.03 0 0 0 1 3 0 3 2 2
3 3 2 2 1 0 0 0
3 2 3 0 1 3 1 0
1 3 2 1 2 3 1 0

(12,8) QPSK .49243/32 2.40 1 2 0 1 0 2 1 3 0
3 2 2 1 1 0 0 0
3 1 1 2 1 1 2 0
2 1 2 1 1 2 1 0

(12,9) QPSK .5/1 3.00 0 0 2 2 1 2 3 1
2 1 2 1 0 0 0
3 1 2 0 2 0 0
2 1 0 2 3 1 0
3 2 2 3 1 2 1

(12,10) QPSK .52705/14 3.25 0 3 1 3 3 0 0 2
1 2 0 0 1 0 2
2 1 2 0 1 0 2
1 1 1 1 0 2 3
2 2 1 2 2 2 3

(12,11) QPSK .60093/4 3.99 0 2 3 2 2 1 1
3 3 2 2 1 1
0 3 3 0 2 1
1 2 1 2 2 1
2 3 3 3 3 1
1 3 2 3 1 3

(14,4) QPSK .14286/1 0.67 0 0 1 1 1 2 2 2 2 3 3 3 3
2 1 2 3 0 1 2 3 0 1 2 3

(14,5) QPSK .20601/4 1.00 0 0 2 3 1 1 2 2 2 3 0 1
0 2 3 1 1 3 0 1 2 2 2
3 1 0 0 3 2 1 3 3 0 2

(14,6) QPSK .31944/4 1.67 0 0 1 3 0 2 2 1 3 0 1 2
0 1 3 0 3 0 1 2 2 2 1
0 1 3 2 0 0 2 1 1 2 3

(14,7) QPSK .36422/14 1.97 0 1 2 2 2 3 3 3 3 3 3
1 2 3 3 2 2 3 3 3 3
3 1 2 3 2 3 0 0 2 3
1 3 0 0 2 3 1 2 2 0

(14.8) QPSK .41650/4 2.34 0 1 3 3 0 1 2 0 0 1 2
1 3 3 0 2 0 1 2 0 1

3 0 2 0 1 1 1 0 2 3
1 0 2 0 1 0 2 2 1 3
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(continued)

(N,B) modulation
  

Loss in dB (compared to 
orthogonal)

number 
of 
DMRS

Generator Matrix (parity 
positions)

(24,5) BPSK .166667/4 .79 1 0011101101110001001
1000011101110001001
1111001010001001001
0110010111000101001
0110100100101100101

(24,6) BPSK .25/1 1.25 1 110101010010011001
101010101010011001
011110000101011001
111101100100000101
011010011001100101
111010011001100101

(24,7) BPSK .3333/1 1.76 1 00111001110101001
10000101110101001
11110000001101001
11001110000011001
11110111000000101
10101000101010101
11101000101010101

(24,8) BPSK .333/6 1.76 1 0001111111110001
1111111111110001
1111100000001001
1100011100001001
1010010011001001
0011001110101001
1101110010010101
0001111001001101

(24,9) BPSK .333/32 1.76 1 111111100000000
111100011100000
110011011010000
101010110110000
100101101110000
011010111001000
100110111000100
101001111000010
101000010101110

(24,10) BPSK .333/160 1.76 1 11111110000000
11110001110000
11001101101000
10101011011000
10010110111000
01101011100100
11000111010100
01011100110100
10100111100010
01101101010010
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[0152] The table shows that the codes constructed according to the embodiments of the invention have a loss within
2dB with respect to perfect orthogonal constellations. Many codes exhibit reference symbols that may be exploited for
channel state information retrieval without coding loss.
[0153] In an application of the invention to wireless communications, the one or more constructed linear error correcting
codes C(B,N) may be used for mapping data to OFDM time-frequency grids comprising L symbols and K frequency
carriers with or without DFT precoding.
[0154] According to some embodiments, the constructed linear error correcting codes may be combined with frequency
hopping over two different parts of the operated spectrum (bandwidth part in the context of 3GPP 5G New Radio). By
splitting the time resources in half, the same code sequence may be repeated in the two hops. Considering the example
of a transmission of B = 11 bits and a total transmission of L = 14 symbols, 7 symbols may be used in each hop. This
would require a code C(12,9) with two expansion bits when expanding in time and a code C(7,8) with 3 expansion bits
when expanding in frequency. In such example, time expansion is more efficient because of the higher coding gain of
the base code.
[0155] In embodiments in which orthonormal expansions are used, multiplexing multiple users sharing the same time
and frequency allocations may be considered. For example for the length 7 or 14 symbol transmissions cases with length
12 codes C(12, B - 2) and C(12, B - 3) with expansions of 2 and 3 bits respectively may be used. This only requires 4
and 8 dimensions out of 7 and 14 leaving 3 and 6 dimensions unused in the orthonormal expansion. As a result, a
second user could use codes of C(12, B - 1) for L = 7 with one bit of expansion or C(12, B - 2) for L = 14 with 2 bits of
expansion to fill the remaining resources. In general, channel quality conditions may be exploited to allow for multiple-
access on the same time-frequency resources. Specifically, codes with less coding gains may be allocated to users with
higher channel quality or equivalently higher transmit power headroom.
[0156] In an exemplary application of the invention, a first transmission of B bits in KL dimensions using ones of the
constructed codes for L = 4,5, ...,14 and K = 12 can be considered. Such an example corresponds to a numerology
which is similar to the PUCCH formats 3 and 4. Two possibilities may be used for all lengths L and two specific possibilities
may be used for L = 7 and L = 14. For the first case, codes of lengths 6 and 12 from Table 1 whose outputs are mapped
to 6 resource elements or 12 resource elements of the first physical resource block, may be used.
[0157] For length 6 codes, orthonormal expansion of E = 2L may be used and for length 12 codes, an orthonormal
expansion of E = L may be used.
[0158] For L = 8, ...,14, the code C(6, B - 4) and an orthonormal expansion of alog2 EÌ = 4 expansion bits or the code
C(12, B - 3) and an orthonormal expansion of alog2 EÌ = 3 bits may be used.
[0159] For L = 4,5,6,7 the code C(6, B - 3) and an orthonormal expansion of alog2 EÌ = 3 expansion bits or the code
C(12, B - 2) and an orthonormal expansion of alog2 EÌ = 2 bits may be used.
[0160] For the case of B = 11 bits, the 4 cases would yield codes with correlations of 0.70544 for the code C(6,7),
0.74536 for the code C(6,8), 0.49423 for the code C(12,8), and 0.5 for the code C(12,9). From Table 1, 3dB improvement
with the length 12 codes at the expense of higher complexity is reported.
[0161] In the second case with L = 7 and 14, the output of the code may be mapped to the dimensions in time first
followed by frequency. These time-frequency dimensions are referred to as Resource Elements (RE) in LTE/NR . An
expansion of E = 12 with a code C(7,B - 3) or a code C(14, B - 3) may be used.
[0162] For B = 11 bits, the provided codes have correlations 0.71429 and .41650, which provides a significant benefit

(continued)

(N,B) modulation
  

Loss in dB (compared to 
orthogonal)

number 
of 
DMRS

Generator Matrix (parity 
positions)

(24,11) BPSK .333/352 1.76 1 1111111000000
1111000111000
1100110110100
1010101101100
1001011011100
0110101110010
1100011101010
0101110011010
0001111100110
1011100010110
0111001001110



EP 3 955 482 A1

24

5

10

15

20

25

30

35

40

45

50

55

from the more powerful code.
[0163] Interestingly, the case of the code C(14,8) is significantly better than the code C(12,8) when mapping to the
full 14x12 dimensions of the resource grid.
[0164] The devices and methods described herein may be implemented by various means. For example, these tech-
niques may be implemented in hardware, software, or a combination thereof. For a hardware implementation, the
processing elements of the coded modulation device 20 can be implemented for example according to a hardware-only
configuration (for example in one or more FPGA, ASIC, or VLSI integrated circuits with the corresponding memory) or
according to a configuration using both VLSI and Digital Signal Processor (DSP).
[0165] Furthermore, the method described herein can be implemented by computer program instructions supplied to
the processor of any type of computer to produce a machine with a processor that executes the instructions to implement
the functions/acts specified herein. These computer program instructions may also be stored in a computer-readable
medium that can direct a computer to function in a particular manner. To that end, the computer program instructions
may be loaded onto a computer to cause the performance of a series of operational steps and thereby produce a
computer implemented process such that the executed instructions provide processes for implementing the functions
specified herein.

Claims

1. A coded modulation device (20) for determining one or more linear error correcting codes, wherein the coded
modulation device comprises:

- a calculation unit (201) configured to determine two or more candidate generator matrices, each candidate
generator matrix defining a linear error correcting code and comprising values selected from a predefined set
of values, each candidate generator matrix providing a set of codeword vectors from input vectors, said input
vectors comprising values selected from said predefined set of values;
- a metric determination unit (202) configured to associate a vector metric to each pair of codeword vectors
provided by each candidate generator matrix for a predefined modulation scheme and to associate a matrix
metric to each candidate generator matrix, a matrix metric associated with a candidate generator matrix being
the minimum value among the vector metrics associated with the pairs of codeword vectors provided by said
candidate generator matrix;
- a selection unit (203) configured to select the one or more candidate generator matrices that are associated
with the highest matrix metric among said two or more candidate generator matrices;
wherein the one or more linear error correcting codes are represented by said selected one or more candidate
generator matrices.

2. The coded modulation device of claim 1, wherein the selection unit (203) is configured to select, among said one
or more candidate generator matrices associated with the highest matrix metric, the candidate generator matrix that
is associated with the highest matrix metric and that provides a minimum number of pairs of codeword vectors that
are associated with a vector metric equal to said highest matrix metric, said pairs of codeword vectors comprising
a zero-valued codeword vector and a non-zero valued codeword vector.

3. The coded modulation device of claim 1, wherein the calculation unit (201) is configured to previously determine a
first set of candidate generator matrices comprising two or more candidate generator matrices and to determine at
least one candidate generator matrix from said first set of candidate generator matrices.

4. The device of any preceding claim, wherein the calculation unit (201) is configured to determine extended codeword
vectors from the codeword vectors provided by said selected one or more candidate generator matrices using a
code extension by applying a complex or a real Hadamard matrix of one or more codes.

5. The device of any preceding claim, wherein each pair of codeword vectors comprises a first codeword vector and
a second codeword vector, the calculation unit (201) being configured to determine a first value by mapping said
first codeword vector using said predefined modulation scheme and to determine said second value by mapping
said second candidate vector using said predefined modulation scheme, the metric determination unit (202) being
configured to determine the vector metric associated with each pair of codeword vectors as the absolute value of
the pairwise correlation between the first value and the second value.

6. The device of any preceding claim, wherein the linear error correcting code is binary or quaternary or 4-aray code.
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7. The device of any preceding claim, wherein the linear error correcting code is used to encode control data transmitted
over a physical control channel in a transmission system.

8. A method for determining one or more linear error correcting codes, wherein the method comprises:

- determining (301) two or more candidate generator matrices, each candidate generator matrix defining a linear
error correcting code and comprising values selected from a predefined set of values, each candidate generator
matrix providing a set of codeword vectors from input vectors, said input vectors comprising values selected
from said predefined set of values;
- determining (303) a vector metric in association with each pair of codeword vectors provided by each candidate
generator matrix for a predefined modulation scheme,
- determining (305) a matrix metric in association with each candidate generator matrix, a matrix metric associated
with a candidate generator matrix being the minimum value among the vector metrics associated with the pairs
of codeword vectors provided by said candidate generator matrix;
- selecting (307) the one or more candidate generator matrices that are associated with the highest matrix metric
among said two or more candidate generator matrices, the one or more linear error correcting codes are rep-
resented by said selected one or more candidate generator matrices.
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