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Abstract—Relative calibration has been proposed as a simple
way to practically exploit the reciprocity of the wireless channel.
It is based on a simple convolutional model for the relationship
between the channel impulse responses in both directions, and ac-
counts for the discrepancies between transmit and receive radio-
frequency components, without the need for specific calibration
hardware. However, the relative calibration methods developed so
far have been shown to lack robustness with respect to frequency
offset between the devices on both sides of the considered channel.
In this article, we introduce a relative calibration algorithm that
properly deals with the presence of frequency offset. We verify
its robustness and assess its performance through simulations,
and validate experimentally the proposed model on measured
channels.

I. INTRODUCTION

The symmetry of the electromagnetic propagation channel
w.r.t. exchange of the roles of the transmitter and receiver, or
reciprocity, is often cited in the literature as a convenient way
to obtain channel state information at the transmitter (CSIT)
without requiring a feedback link. Indeed, in systems where
the channel is used in both directions using a time-division
duplexing scheme, the channel estimates obtained from the
received signals can theoretically be used to infer the state of
the channel during a subsequent transmission, provided that
the channel does not change too fast.

However, this symmetry is in practice disturbed by the
characteristics of the radio-frequency (RF) circuitry of the
transmitter and receiver. Indeed, the channel representation
which is used typically by digital signal processors in com-
munication applications is a combination of the characteristics
of the digital-to-analog converters and power amplifiers at the
transmit side, the antennas on both transmit and receive sides,
the electromagnetic channel itself, and the characteristics of
the low-noise amplifier and analog-to-digital converters at the
receive side. Although the electromagnetic channel between
the antennas is demonstrably reciprocal, (see for instance [1]
and references therein), the RF circuits on both sides are
usually not identical. This indicates that exchanging the roles
of the transmitter and the receiver would actually affect the
channel measured by the digital signal processing algorithms.

Various solutions to this issue have been proposed. One of
them is the calibration of each RF circuit involved [2], requir-
ing additional hardware. Another alternative, limited to low-
power transmission, is to use a specially crafted transceiver
where the same op-amp is used for both transmitting and
receiving [3]. A third alternative [4], [5], termed relative
calibration, achieves the same effect as normal calibration
without the requirement for extra hardware. Assuming that
the impairments due to imperfect RF chains can be modelled
as linear time-invariant (LTI) filters, it was shown in [4] that
the channels measured in both directions could be related by
a simple convolution operation, thus alleviating the need for
hardware-based calibration.

Several recent experimental works, such as [6], [7], have
successfully demonstrated the use of relative calibration.
They have in common that calibration is formulated us-
ing a frequency-flat channel representation. In the presence
of a frequency selective channel, calibration must be per-
formed independently for each subcarrier, resulting in an
over-parameterization and possibly reducing the calibration
accuracy. The deconvolution-based calibration algorithm from
[4], conversely, is formulated in the time domain, and does
not suffer from this over-parameterization. It was observed by
the authors however that it performs poorly in the presence
of frequency offset between the two sides of the link. The
present paper introduces an improved deconvolution method
that achieves accurate relative calibration in the presence of
frequency offset. The method is validated both with synthetic
data and with experimental data collected the with OpenAir-
Interface LTE testbed.

This article is organized as follows: the system model and
the principle of relative calibration are presented in Sections
II and III. In Section IV we introduce a calibration algorithm
robust to frequency offset. It is validated on synthetic data in
Section V, and on experimental data in Section VI.

Notations: We let ∗ denotes the convolution operator, Re{·}
and Im{·} denote respectively the real and imaginary parts of
the argument. || · ||F is the Frobenius norm, and ·H denotes
the Hermitian transpose operation. I is the identity matrix.
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II. SYSTEM MODEL

We briefly recall the reciprocity model of [4], which re-
lies on modelling the measured channel as the cascade of
filters modeling respectively the transmit circuitry, electromag-
netic propagation path, and receive circuitry. Assuming bi-
directional communications between two devices denoted by
A and B, the bi-directional channel is modeled as two fading
additive white Gaussian noise (AWGN) channels, see Fig. 1.

According to this model, the channels perceived by
transceivers in the digital domain (e.g. through classical
channel estimation techniques), is comprised of the effective
electromagnetic channel (C(t)), assumed identical in both
directions, and filters modeling the imperfections of the power
amplifiers (TA, TB) and low-noise amplifiers (RA, RB).
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Fig. 1. Reciprocity model

From A to B, the channel impulse response is modeled as
G(t, τ) = RB(τ) ∗ C(t, τ) ∗ TA(τ), where the convolutions
are over the delay domain, i.e. variable τ . In the opposite
direction, from B to A, the impulse response is H(t, τ) =
RA(τ)∗C(t, τ)∗TB(τ). Note that both G and H are assumed
to be functions of the same C. Note also that G and H are
functions (through C(t)) of the channel estimation epoch t,
while TA, TB , RA and RB are assumed to remain constant
over the duration of the experiment.

Note that this model is valid both for single-antenna and
for multiple-antenna systems (in the latter case, the considered
filters have vector inputs and/or outputs). In the next section,
we focus exclusively on the case of single-antenna nodes,
i.e. all channels are be assumed to be Single-Input Single-
Output (SISO). Note however that any M × N Multiple-
Input Multiple-Output (MIMO) channel can be regarded as
a collection of MN SISO channels for the purpose of relative
calibration. Therefore, the method proposed here is also ap-
plicable to MIMO systems, provided that relative calibration
is performed independently for each transmit/receive antenna
pair, as demonstrated in Section V.

III. RELATIVE CALIBRATION

Under the SISO channel assumption, convolution of linear
filters is commutative. As a consequence, G and H can be
related to each other directly through

G(t, τ) = H(t, τ) ∗R(τ), (1)

where R(τ) , RB(τ) ∗ RA(τ)−1 ∗ TB(τ)−1 ∗ TA(τ). Note
that the existence of the inverse filters is generally not an
issue here, since the involved filters should be exempt of
zeros by design.

Relative calibration consists in estimating R(τ) (through
deconvolution) from one or several successive bi-directional1

channel measurements (G(ti), H(ti))i=1...K , where K de-
notes the number of measurements used for the training phase.
Once this estimate R̂(τ) is available, it can be used at a later
time t′ to compute a reciprocity-based estimate of G(t′, τ)
based on H(t′, τ):

G̃(t′, τ) = H(t′, τ) ∗ R̂(τ). (2)

A. TLS Deconvolution method

Let g, h and r denote vectors containing the sampled ver-
sions of impulse responses G(τ), H(τ) and R(τ) respectively,
and note that the convolution (1) can equivalently be written
as a vector-matrix product g1

g2

...


︸ ︷︷ ︸

g

=


h1

h2 h1

h3 h2 h1

...
...

. . .


︸ ︷︷ ︸

H

·

 r1

r2

...


︸ ︷︷ ︸

r

, (3)

where H is a Toeplitz matrix defined by its first column h.
Total least-squares (TLS) deconvolution enables to estimate

r while accounting for imperfect channel estimates. Denoting
g = ĝ + e, h = ĥ + f , where e and f represent the error
terms, and ĝ and ĥ are the estimated channels, notice that (3)
is equivalent to

ĝ + e = (Ĥ + F) · r (4)

where F is Toeplitz with first column f . TLS estimation of R
consists in solving

r̂ = arg min
e,f ,r : e=(Ĥ+F)r−ĝ

||e||2F + ||f ||2F. (5)

Intuitively, it consists in finding the correction terms e and f
with minimal Euclidean norm that allow (4) to be fulfilled
for some r. An iterative solution to the above deconvolution
problem was proposed in [8].

IV. MULTI-MEASUREMENT RECIPROCITY ESTIMATION

If multiple channel impulse responses pairs
(
g(k),h(k)

)
,

k = 0 . . .K (obtained at time instants t0 < . . . < tK) are
available for the training phase, it is expected that they can be
used jointly to provide a better estimate of R(τ). In particular,
it is clear from (1) that R(τ) can not be estimated reliably
for frequencies where H (and consequently G) have zeros. If
multiple measurements (assumed to be taken from independent
fades of the channel) can be used, the likelihood that all
channels exhibit a zero at the same frequency decreases.

1Although TDD operation does not, strictly speaking, enable simultaneous
bi-directional channel sounding, it is sufficient for our purpose that the delay
between the two measurements remains well below the channel coherence
time, which is a practical assumption.



A. Multiple channel measurements model

An attempt at joint deconvolution of multiple bi-directional
channel measurements was proposed in [4]. Experimental
investigations by the authors, however, have shown that the
algorithm in [4] exhibits poor performance due to its inade-
quate handling of frequency offset. Therefore, we introduce the
following model, where arbitrary rotations between channel
measurements model the effects of frequency offset:

g(0)

eφ1g(1)

...
eφKg(K)

 =


H(0)

H(1)

...
H(K)

 · r, (6)

where φ1 . . . φK are real angles, and the eφk represent the
rotation accumulated between measurements 0 and k due to
the clock offsets. H(k) denotes the Toeplitz matrix with first
column h(k), similar to (3).

A few remarks about the above model are in order. Let-
ting fo denote the frequency offset between transmitter and
receiver, one has that φk = 2πfo(tk− t0), k = 1 . . .K, i.e. we
could use a unique unknown variable fo instead of φ1 . . . φK
in (6). However, note that

• the φk in (6) are only significant modulo 2π,
• if tk−t0 gets large, the estimation accuracy of fo must be

extremely high in order to guarantee acceptable accuracy
on the φk. Indeed, let f̂o = fo+ε and φ̂k = 2πf̂o(tk−t0),
thus φ̂k − φk = 2πε(tk − t0). Since the φk are only
significant modulo 2π, it is clear that the desired accuracy
lies in the regime where |φ̂k−φk| � 2π, i.e. ε� 1

tk−t0 .
In practice, since tk − tk−1 should be larger than the
channel coherence time for the reasons mentioned above,
we expect tK − t0 to be measured in seconds. It is
therefore clear that the sub-Hz accuracy required for
f̂o is out of reach for state-of-the-art frequency offset
estimators.

In light of the above, we choose to consider the over-
parameterized model in (6), and treat φ1 . . . φK as nuisance
parameters. We now introduce a noisy version of (6), formulate
relative calibration as a structured TLS estimation problem,
and propose an iterative solution.

B. Noisy measurements and structured TLS formulation

Let us introduce the channel estimation errors by decompos-
ing g(k) and h(k) into g(k) = ĝk + ek and H(k) = Ĥk + Fk,
where ĝk and Ĥk denote the measured channels, while ek
and the Toeplitz matrix Fk (with first column fk) denote the
estimation error terms. Since the true impulse responses g(k)

and H(k) are assumed to fulfill (6), we have

eφk (ĝk + ek) =
(
Ĥk + Fk

)
r ∀k = 0 . . .K, (7)

where we take the reference phase φ0 = 0 by convention.

Again, TLS estimation consists in minimizing the Euclidean
norm of the correction terms ek and fk required to make (7)
true for some r and φ1, . . . , φk, i.e.

r̂ = arg min
e,f ,r,Φ

K∑
k=0

||ek||2F + ||fk||2F (8)

subject to ek = e−φk

(
Ĥk + Fk

)
r− ĝk ∀k,

where e =
[
eT0 . . . e

T
K

]T
, f =

[
fT0 . . . fTK

]T
, and Φ =

(φ1, . . . , φk).

C. Proposed iterative solution

For a given set of channel measurements, i.e. for given ĝk
and Ĥk, ek can be written as a function of the other the
optimization parameters, i.e.

ek(fk, r, φk) = e−φk

(
Ĥk + Fk

)
r− ĝk. (9)

The non-linear aspect of this function makes the problem (8)
difficult to tackle. Following [8], we linearize ek for some
small variations ∆fk, ∆r and ∆φk of the parameters:

ek(fk + ∆fk, r + ∆r, φk + ∆φk) (10)
= ek(fk, r, φk) + ∆ek + o(||∆φk||+ ||∆fk||+ ||∆r||),

where

∆ek = e−φk

(
Ĥk + Fk

)
∆r + e−φk∆Fkr

−e−φk

(
Ĥk + Fk

)
r∆φk. (11)

Note that ∆φ0 = 0 by convention since φ0 is fixed, al-
lowing (11) to hold for all k including k = 0. Let us
denote ∆e =

[
∆eT0 . . .∆eTK

]T
, ∆f =

[
∆fT0 . . .∆fTK

]T
and

∆Φ = (∆φ1, . . . ,∆φk).
We propose to solve iteratively the linearized version of the

optimization problem (8) around the current values of e, f , r
and Φ, i.e. at each iteration we solve

min
∆e,∆f ,∆r,∆Φ

K∑
k=0

||ek + ∆ek||2F + ||fk + ∆fk||2F (12)

subject to (11) ∀k = 0, . . . ,K.

We now describe how (12) can be solved efficiently. Clearly,
ek+∆ek and eφk(ek+∆ek) have the same Frobenius norm,
therefore the objective function of (12) can be rewritten as
K∑
k=0

||ek + ∆ek||2F+||fk+∆fk||2F =

∣∣∣∣∣∣∣∣[ K(Φ)(e + ∆e)
f + ∆f

]∣∣∣∣∣∣∣∣2
F

,

(13)
where K(Φ) = diag

(
I, eφ1I, . . . , eφK I

)
.

Let R be the Toeplitz matrix with first column r, i.e. it is
such that ∆Fkr = R∆fk. From (11), we have that eφk∆ek =(
Ĥk + Fk

)
∆r+R∆fk− 

(
Ĥk + Fk

)
r∆φk, and therefore



K(Φ)∆e =


R

R
. . .

R︸ ︷︷ ︸
M1

Ĥ0 + F0

Ĥ1 + F1

...
ĤK + FK︸ ︷︷ ︸

M2

−(Ĥ1 + F1)r
. . .

−(ĤK + FK)r︸ ︷︷ ︸
M3

 ·
 ∆f

∆r
∆Φ

 . (14)

the product K(Φ)∆e can be written as in (14) (above). Thus,[
K(Φ)(e + ∆e)

f + ∆f

]
=

[
K(Φ)e

f

]
+

[
M1 M2 M3

I 0 0

]
·

 ∆f
∆r
∆Φ

 ,

(15)
where M1, M2 and M3 are defined in (14). With these

notations, (12) becomes a least-squares problem:

min
∆f ,∆r,∆Φ

∣∣∣∣∣∣
∣∣∣∣∣∣
[
K(Φ)e

f

]
+

[
M1 M2 M3

I 0 0

]
·

 ∆f
∆r
∆Φ

∣∣∣∣∣∣
∣∣∣∣∣∣
2

F

.

(16)
Note however that ∆Φ is real, while ∆f and ∆r are in
general complex. The constraint Im {∆Φ} = 0 makes the
above least-squares problem non linear in the complex field.
This issue is lifted by separating the real and imaginary
parts of the complex variables, yielding the real least-squares
problem (17) (next page).

The proposed algorithm consists in iteratively solving (17):
initialization: f = 0, r = 1, Φ = 0
repeat

compute e according to (9)
solve the least-squares problem (17)
update f ← f + ∆f , r← r + ∆r, Φ← Φ + ∆Φ

until ∆f , ∆r and ∆Φ are small enough.
Similarly to the original Structured TLS algorithm [8], no

proof of convergence nor optimality of the above algorithm
could be established. Simulations presented in the next sec-
tions however demonstrate adequate performance.

V. VALIDATION USING SYNTHETIC DATA

In order to validate the algorithm of Section IV-C, a series
of simulations was performed on synthetic channel impulse
responses generated such that (6) holds exactly. The true
reciprocity parameter r was generated through independent
realizations of a random circularly symmetric (c.c.) Gaussian
i.i.d. fading process with power delay profile according to
Fig. 2(a). For each realization of r, K + 1 = 10 impulse
responses h(k) were drawn independently from a c.c. Gaussian
distribution, according to the power delay profile of Fig. 2(b).
g(k) is computed according to (3), and a frequency offset
of normalized frequency 2 · 10−4 is introduced. White c.c.
Gaussian noise is added to both impulse responses in or-
der to simulate the effect of estimation error, according to
the target channel estimate signal-to-noise ratio (denoted by
SNRC). Finally, the resulting noisy impulse responses are
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Fig. 2. Power delay profile of the reciprocity parameter and channel impulse
responses used for the simulation with synthetic data.

processed by the calibration algorithm to produce r̂. This
process was repeated for each antenna pair in a 4 transmit,
2-receive antennas MIMO system operating at 10dB SNR,
after which the obtained relative calibration was utilized to
generate CSIT via reciprocity, according to eq. (2). Finally, this
CSIT is utilized to perform space-frequency waterfilling over
an OFDM transmission with 128 subcarriers, and the achieved
mutual information per subcarrier is evaluated. The results
are presented in Fig. 3, where we present for comparison the
performance obtained with perfect CSIT, with no CSIT (signal
i.i.d. in space and frequency), and using the relative calibration
relying on per-subcarrier calibration based on a single pair of
bi-directional channel measurements [9] (denoted by “simple”
reciprocity exploitation).

These results clearly demonstrate that at high SNRC, rela-
tive calibration can provide perfect CSIT, while at the lowest
range of SNRC, relative calibration is unreliable and in fact
yields worse performance than no CSIT. Furthermore, for a
given SNRC, the algorithm proposed here provides better
CSIT than calibration based on a single channel measurement.

VI. VALIDATION USING MEASURED DATA

In order to check the validity of the model in (6), and to
assess the performance of relative calibration in a practical
system, the proposed algorithm was applied to measure-
ments collected using the Eurecom MIMO OpenAir Sounder
(EMOS), a subsystem of the OpenAirInterface LTE testbed
(http://www.openairinterface.org).

A. EMOS Hardware

The hardware used for the user equipment (UE) is depicted
in Fig. 4. It consists of PC running the software modem,
the Express MIMO board, the LIME RF front-end, and an
antenna. The base station (eNB) is similar with the difference
that the RF front-end and the antennas are duplicated.

Express MIMO is a baseband processing board, which
comprises two FPGAs: one Xilinx XC5VLX330 for real-

http://www.openairinterface.org


min
∆f ,∆r,∆Φ

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
 Re {K(Φ)e}

Re {f}
Im {K(Φ)e}

Im {f}

+

 Re {M1} Re {M2} −Im {M1} −Im {M2} Re {M3}
I 0 0 0 0

Im {M1} Im {M2} Re {M1} Re {M2} Im {M3}
0 0 I 0 0

 ·


Re {∆f}
Re {∆r}
Im {∆f}
Im {∆r}

∆Φ


∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
2

F

. (17)
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Fig. 3. Mutual information per subcarrier achieved with various sources of
CSIT, and without CSIT.

time embedded signal processing applications and one Xilinx
XC5VLX110T for control. The card uses an eight-way PCI
express interface to communicate with the host PC. The card
employs four high-speed A/D and D/A converters from Analog
Devices (AD9832) allowing to drive four RF chains using
quadrature modulation. In the current setting the ADAC are
configured to 7.68 MSPS (corresponding to the LTE 5MHz
bandwidth allocation).

As an RF front-end we have used a custom design based on
the LMS6002D evaluation boards from Lime Microsystems.
Up to four such front-ends can be connected, each indepen-
dently tunable from 300 MHz to 3.8 GHz with a maximum
output power of 0dBm. However, the current filters limit the
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Fig. 4. User equipment (UE) used in the measurements.
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carrier frequency to the band around 1.9GHz.

B. Measurement methodology

a) System overview: A software modem running under
the control of the real-time application interface (RTAI) of a
standard Linux operating system uses the Express MIMO card
for baseband signal acquisition and transmission. The software
modem implements a large part of the 3GPP LTE Rel 8.6
standard. For the measurements we used TDD configuration
3, depicted in Fig. 5. It consists of 6 downlink (DL) subframes,
3 uplink (UL) subframes, and one special subframe (SS).

On the DL, we use the cell specific LTE reference symbols
(CS-RS) to estimate the channel. Linear interpolation in the
frequency domain is used to obtain a channel estimate for
the whole bandwidth. On the UL, the whole bandwidth is
allocated to one single UE in subframe 4 and the correspond-
ing demodulation reference symbols (DM-RS) are used to
estimate the channel. Since these RS are available over the
whole bandwidth, we do not need interpolation. More details
on the measurement methodology can be found in [10].

b) Measurement Collection: One eNB with two antennas
and one UE with one antenna was set up in Eurecom’s lab
(static setup). The eNB was collecting channel measurements
for the UL while the UE was collecting channel measurements
from the DL. The measured data was processed offline in
Matlab. To estimate the reciprocity parameters, we used 10
consecutive samples of from the DL channel estimates from
subframe 4 and the UL channel estimate from subframe 5.

c) Measurement Post-processing: Apart from the fre-
quency offset, timing drifts are also present due offset between
the clocks of the UE and eNB. The UE therefore needs to
continuously adjust the frame start in order to stay synchro-
nized with the eNB. These drifts and the resulting adjustments
do not harm the normal (frame-based) modem operations.
However, for the reciprocity calibration procedure they need
to be reverted. Since these timing drifts are logged by the UE,
they can be simply compensated by resampling the impulse
responses (using a standard Lanczos filter) so that the peaks
of the impulse responses are always on the same sample.



C. Performance Metrics

The metric adopted here to evaluate the quality of the
reciprocity-based CSIT estimation is again the achieved mu-
tual information. Since MISO channels are considered, CSIT
is exploited by doing maximum-ratio combining at the trans-
mitter independently for each frequency of the 512 subcarriers
of the OFDM modulation. The transmitter power is assumed
constant over the considered bandwidth. The following mutual
information expressions should be understood to be applied
on a subcarrier basis. Denote the MISO channel for one
subcarrier as hF and its estimate with ĥF . Assume that we
want to transmit from A to B. We can distinguish three cases,
depending on whether perfect, partial, or no channel state
information is available at the transmitter (CSIT). For each
case we evaluate the achievable mutual information:

1) The channel is known only at B: The optimal transmis-
sion strategy is Alamouti coding which achieves rate
R1 = log2

(
1 + ES

NAN0
hFhHF

)
, where ES/N0 is the

SNR and NA = 2 is the number of transmit antennas.
2) The channel is known to A and B: through opti-

mal beamforming, rate R2 = log2

(
1 + ES

N0
hFhHF

)
is

achievable.
3) A has only knowledge of ĥF (estimated from the

reciprocity matrices) and B knows hF . We assume
that we use the same transmission scheme as in
case 2, but now the beamforming vector does not
match the actual channel. Denote with v the right
singular vector of ĥF corresponding to the largest
singular value (optimal beamforming vector). Then
R3 = log2

(
1 + ES

N0
hFvvHhHF

)
is achievable.

Fig. 6 depicts the above performance metrics obtained by
applying the estimated calibration factors to a part of the
measurements taken 3 seconds after the calibration period.
Additionally we also show the performance for the case
where we do not perform any calibration, i.e., we assume
that G̃(t′, τ) = H(t′, τ); and for the case where we the
calibration algorithm from [4] – oblivious to the frequency
offset – is used. Remarkably, the capacity curve obtained
with the channel reconstructed from the estimated calibration
factors is almost as good as the one obtained for perfect CSIT.
Furthermore, we see that neither of the two other methods
perform well - their performance is almost the same as the
case where there is no CSIT at all.

VII. CONCLUSION

We have introduced a time-domain relative calibration al-
gorithm robust to clock frequency offset between the nodes.
This algorithm has been validated and benchmarked using
synthetic signals. Furthermore, the proposed model has been
validated though the use of bi-directional channel measure-
ments. The proposed method and has been shown to provide
accurate reciprocity-based CSIT in the presence of realistic
impairments due to offsets between clock frequencies.
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