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Abstract

We consider a multiple antenna broadcast channel in which a base station equipped with M

transmit antennas communicates with K ≥ M single-antenna receivers. Each receiver has perfect

channel state information (CSI), whereas the transmitter has partial channel knowledge obtained via

a limited rate feedback channel. Built upon multiuser interference bounds, we propose scalar feedback

metrics that incorporate information on the channel gain, the channel direction, and the quantization

error, with the goal to provide an estimate of the received signal-to-noise plus interference ratio (SINR)

at the transmitter. These metrics, combined with efficient user selection algorithms and zero-forcing

beamforming on the quantized channel are shown to achieve a significant fraction of the capacity of

the full CSIT case by exploiting multiuser diversity. A multi-mode scheme that allows us to switch

from multiuser to single-user transmission is also proposed as a means to compensate for the capacity

ceiling effect of quantization error and achieve linear sum-rate growth in the interference-limited region.

The asymptotic sum-rate performance for large K, as well as in the high and low power regimes, is

analyzed and numerical results demonstrate the performance and the advantages of the proposed metrics

in different system configurations.
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I. INTRODUCTION

In multiple-input multiple-output (MIMO) broadcast channels, the capacity can be boosted

by exploiting the spatial multiplexing capability of transmit antennas and transmit to multiple

users simultaneously, by means of Space Division Multiple Access (SDMA), rather than trying

to maximize the capacity of a single-user link [1], [2]. As the capacity-achieving dirty paper

coding (DPC) approach [3], [4] is difficult to implement, low complexity downlink schemes,

such as downlink linear (zero-forcing) beamforming [5], have attracted particular attention, since

they achieve a large fraction of DPC capacity while exhibiting reduced complexity [6]–[8].

Nevertheless, the capacity gain of multiuser MIMO systems seems to remain highly sensitive

and dependent on the channel state information available at the transmitter (CSIT). If a base

station (BS) with M transmit antennas communicating with K single-antenna receivers has

perfect channel state information (CSI), a multiplexing gain of min(M,K) can be achieved. The

approximation of close to perfect CSI at the receiver (CSIR) is often reasonable; however, this

assumption is unrealistic at the transmitter. Recently, it was shown that if the BS has imperfect

channel knowledge, the full multiplexing gain is reduced at high signal-to-noise ratio (SNR)

[9], whereas if there is complete lack of CSI knowledge, the multiplexing gain collapses to one

[10]. Hence, as the broadcast channel’s capacity is sensitive to the accuracy of CSIT, it is of

particular interest to identify what kind of partial CSIT can be conveyed to the BS in order to

achieve capacity reasonably close to the optimum.

Several limited feedback approaches, imposing a bandwidth constraint on the feedback channel

have been studied in point-to-point MIMO systems [11]–[14]. In this context, each user feeds

back finite precision (quantized) CSIT on its channel direction by quantizing its normalized

channel vector to the closest vector contained in a predetermined codebook. An extension of the

limited feedback model for multiple antenna broadcast channels for the case of K ≤ M is made

in [15], [16]. In [15] it was shown that the feedback load per user must increase approximately

linearly with M and the transmit power (in dB) in order to achieve the full multiplexing gain. All

the above schemes rely only on channel direction information (CDI), as no information on the

channel magnitude is provided. Recently, MIMO broadcast channels with limited feedback and

more users than transmit antennas (i.e. K ≥ M ) have attracted particular interest and several joint

beamforming and scheduling schemes aiming to maximize the sum rate have been proposed. A
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popular, very low-rate feedback technique, coined as random beamforming (ORBF), is proposed

in [17], where M random orthonormal beamforming vectors are generated and the best user on

each beam is scheduled. By exploiting multiuser diversity [18], this scheme is shown to yield

the optimal capacity growth of M log log K for K →∞. However, the sum rate of this scheme

degrades quickly with decreasing number of users.

A different type of limited feedback approaches considers that each user reports CDI related

to a codebook back to the transmitter, as well as some form of scalar channel quality information

(CQI). As transmission strategy, several beamforming methods have been investigated, including

orthogonal unitary beamforming [19], transmit matched-filtering [20], and zero-forcing beam-

forming [20]–[23]. Note that in the above contributions, the channel gain feedback is considered

unquantized for analytical simplicity. Considering the more realistic constraint of finite CSI

feedback rate, [24] studies the problem of optimal bit rate allocation between CQI and CDI,

and the resulting multiuser diversity - multiplexing gain tradeoff in limited feedback MIMO

systems, whereas [25] proposes a threshold-based feedback scheme for SDMA systems under a

sum feedback rate constraint.

The benefit of using some form of signal-to-interference plus noise ratio (SINR) as CQI was

shown in [26]. One challenge when designing feedback metrics is that the SINR measurement

depends, among others, on the channel as well as on the number of other mobiles being

simultaneously scheduled along with the user making the measurement. As user cooperation

is not allowed, the number of simultaneous users and the available power for each of them will

generally be unknown at the mobile. A principal drawback of previous works is that the proposed

metrics assume a fixed number of scheduled SDMA users, being also based on non-achievable

SINR upper bounds. However, schemes allowing adaptive transition between SDMA and time

division multiple access (TDMA) modes, as well as more practical received SINR estimates are

of interest. This problem is addressed in [22] and further investigated here.

In this work, we consider a limited rate feedback model for the case when K ≥ M , where

each user is allowed to feed back B-bit quantized information on its channel direction (CDI),

complemented with additional instantaneous channel quality information (CQI), as a means to

intelligently select M spatially separable users with large channel gains. We study the problem of

sum-rate maximization with scheduling and linear precoding in the above setting. For analytical
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simplicity, CQI is considered unquantized while the directional information is quantized, however

the effect of CQI quantization is explored through simulations. The contributions of this paper

are the following:

• We propose several scalar feedback metrics by using bounds on the multiuser interference,

which encapsulate information on the channel gain, the channel direction, as well as on

the quantization error. These metrics can be interpreted as estimates of the received SINR,

providing in parallel awareness of the multiuser interference. This information is in principle

not available to the individual users who only have knowledge on their own channels.

Complementary to [26] where a CQI metric based on a bound of the expected interference

is proposed, we derive bounds on the actual multiuser interference. Similarly to [26], a key

observation of this paper is that by using multiuser interference expressions, simplifications

arise that give the user the possibility of estimating the individual SINR on its signal as it

is detected by the BS.

• We employ these metrics in a system employing linear (zero-forcing) beamforming on the

quantized channel directions and greedy user selection. For that, we extend the scheduling

algorithm of [8] for the limited feedback case. This algorithm has the advantages that it

does not depend on any a priori defined system parameter (such as quantized channels’

orthogonality [26]) and is able to switch from multiuser to single-user transmission.

• Using the above precoding setting, we derive upper bounds on the instantaneous multiuser

interference that allows us to analytically predict the worst case interference and SINR in

a system employing zero-forcing on the quantized channel directions.

• The sum rate of the proposed scheme is analyzed and its asymptotic optimality in terms of

capacity growth (i.e. M log log K) is shown for K → ∞. We obtain sum-rate bounds for

the high and low SNR regimes.

• A metric suited for switching the transmission mode from multiuser to single-user is

proposed, based on a refined feedback strategy. We show that expectedly single-user mode

is preferred as the average SNR increases, whereas multiuser mode is favored when the

number of users increases.
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The remainder of this paper is organized as follows. The system model is described in

Section II, including the considered feedback model and our joint scheduling and beamforming

framework. In Section III, three scalar feedback metrics are proposed, and the considered user

selection schemes are presented in Section IV. The system sum rate is analyzed in Section V.

The performance of the proposed metrics is numerically evaluated in Section VI, and Section

VII concludes the paper.

Notation: We use bold upper and lower case letters for matrices and column vectors, respec-

tively. (·)∗, (·)T , and (·)H stand for conjugate, transpose, and Hermitian transpose, respectively.

E(·) denotes the expectation operator. The Euclidean norm of the vector x is denoted as ‖x‖, and

∠(x,y) represents the angle between vectors x and y. The log(·) refers to the natural logarithm

while the base 2 logarithm is denoted log2(·).

II. SYSTEM MODEL

We consider a multiple antenna broadcast channel with M antennas at the transmitter and K

single-antenna receivers. The received signal yk of the k-th user is mathematically described as

yk = hH
k x + nk, k = 1, . . . , K (1)

where x ∈ CM×1 is the transmitted signal, hk ∈ CM×1 is the channel vector, and nk is additive

white Gaussian noise at receiver k. We assume that each of the receivers has perfect and

instantaneous knowledge of its own channel hk, and that nk is independent and identically

distributed (i.i.d.) circularly symmetric complex Gaussian with zero mean and unit variance.

The transmitted signal is subject to an average transmit power constraint P , i.e. E{‖x‖2} = P .

We consider i.i.d. flat Rayleigh fading and an homogeneous network where all users have the

same average SNR. Due to the noise variance normalization to one, P takes on the meaning of

average SNR. We assume that the number of mobiles is greater than or equal to the number of

transmit antennas, i.e. K ≥ M , and we wish to select M out of K users.

A. CDI Finite Rate Feedback Model

Consider a quantization codebook Vk = {vk1,vk2, . . . ,vkN} containing N = 2B unit norm

vectors vki ∈ CM , for i = 1, . . . , N , which is assumed to be known to both the k-th receiver and

August 24, 2007 DRAFT



6

the transmitter.1 At each time instant t, each receiver k, based on its current channel realization

hk, determines its ‘best’ vector from the codebook, i.e. the codeword that optimizes a certain

cost function. In this paper, we assume that each receiver quantizes its channel to the vector that

maximizes the following inner product as done by several authors including [11]–[13]

ĥk = vkn = arg max
vki∈Vk

|h̄H
k vki|2 = arg max

vki∈Vk

cos2(∠(h̄k,vki)) (2)

where the normalized channel vector h̄k = hk/ ‖hk‖ corresponds to the channel direction, and

we refer to ĥk as the k-th user channel quantization. The BS exploits the quantized channel

information in order to design the downlink beams.

Evidently, a codebook designed by quantizing the actual (not normalized) channel hk would

be optimal; however, as an optimal vector quantizer is difficult to obtain and analyze, and as

beamforming on the quantized spatial information is used by our proposed scheme, the vector

h̄k that we need to quantize is constrained to be unit-norm; hence it lies on the unit hypersphere,

whereas the channel instantiation hk lies anywhere in the CM space.

Each user sends the corresponding quantization index n back to the transmitter through an

assumed error-free, and zero-delay feedback channel using B = dlog2 Ne bits. The error-free

assumption can be well approximated through the use of sufficiently powerful error correcting

codes over the feedback link, whereas the zero-delay assumption is valid when the processing

and feedback delays are small relative to the channel’s coherence time. These are classical

assumptions, although could be challenged in some situations. However we choose to emphasize

the problem of feedback metric design rather than the effect of an imperfect feedback channel

which is left for future work.

Additionally we decide not to focus on the particular subproblem of optimal codebook design.

Evidently, the performance of a system relying on quantized CSI depends on the codebook

choice. However, the problem of optimum codebook design is not yet fully solved and beyond

the scope of our paper. See e.g. [15], [27] for the performance loss relative to optimum vector

quantization, when suboptimal codebooks, such as random vector quantization (RVQ), are used.

1The complexity of generating a different codebook for each user can be reduced by generating a common, general codebook

Vg known at both ends of the link, and afterwards each user obtains its specific codebook through random unitary rotation of

Vg . In that case, each code-vector is independent from user to user.
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B. Joint Scheduling and Beamforming with limited feedback

We focus here on the case of linear beamforming schemes, where exactly M spatially separated

users access the channel simultaneously on the downlink. In this case the joint scheduling and

beamforming problem can be stated as follows. Let wk and sk be the (normalized) beamforming

vector and data symbol of the k-th user, respectively. Define H ∈ CK×M as the concatenation of

all user channels, H = [h1 h2 . . .hK ]H , where the k-th row is the channel of the k-th receiver

(hH
k ).

Let G be the set of all possible subsets of cardinality |G| of disjoint indices among the complete

set of user indices {1, · · · , K}. Let S ∈ G be one such candidate group of |S| = M ≤ M

users selected for transmission at a given time slot. Then H(S), W(S), s(S), y(S) are the

concatenated channel vectors, normalized beamforming vectors, uncorrelated data symbols and

received signals respectively for the set of scheduled users. The signal model is given by

y(S) = H(S)W(S)
√

Ps(S) + n (3)

where P is a diagonal power allocation matrix.

As here the base station relies on quantized CSI, we use zero-forcing beamforming on the

quantized channel directions available at the transmitter as a multiuser transmission strategy.

Although nonlinear precoding schemes can achieve a better sum rate than linear beamforming,

they often exhibit more complexity and a lack of robustness with respect to imperfect CSIT.

Zero-forcing is a linear beamformer that can be implemented with reduced complexity and

is asymptotically optimal at high SNR or for large K [7], [8]. Apart from its simplicity and

tractability, further motivation for choosing zero-forcing beamforming along the quantized chan-

nel directions comes from [28], where the optimality of beamforming with quantized feedback

is derived under certain conditions.

The beamforming matrix is then given by

W(S) = Ĥ(S)† = Ĥ(S)
(
Ĥ(S)HĤ(S)

)−1

Λ (4)

where Ĥ(S) is a matrix whose columns are the quantized channels ĥk (codevectors) of the users

selected for transmission and Λ is a diagonal matrix that normalizes the columns of W(S). Note

that in contrast to the perfect CSIT case, the finite precision on the available CSIT is such that

the multiuser interference cannot be eliminated perfectly.
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Assuming Gaussian input distribution, the sum rate is given by

R = E

{∑

k∈S
log (1 + SINRk)

}
(5)

where the SINR at the k-th receiver is

SINRk =
Pk|hH

k wk|2∑

j∈S−{k}
Pj|hH

k wj|2 + 1
(6)

with
∑

i∈S Pi = P in order to satisfy a power constraint on the transmitted signal. For simplicity,

equal power allocation is considered and thus Pi = P
M ,∀i ∈ S .

III. EFFICIENT CQI METRICS EXPLOITING MULTIUSER DIVERSITY

In the case where K ≥ M , there is need for user selection. Ideally, the selection would be

based on maximizing the sum rate. However, (6) depends on hk that is unknown at the BS.

Therefore, some kind of channel quality information is necessary to be available at the BS

besides the quantization index of the normalized channel. Intuitively, this CQI feedback ought

to enable us to select a set of M users with mutually orthogonal channels, large channel gains

and small quantization errors. In other words, a good metric has to incorporate information on

the channel norm and the quantized channel direction, as well as on the channel quantization

error.

In this section, we consider the problem of an efficient design of channel quality feedback. Our

objective is to seek scalar feedback metrics, denoted as ξk, that allow us to exploit the multiuser

diversity and achieve close to optimum sum-rate performance. We first review an existing metric,

and then proceed to expand over new metrics. The tradeoff between these metrics is clarified

later.

A. Metric I: Bounding the expected multiuser interference

Let φk = ∠(ĥk, h̄k) denote the angle between the quantized channel direction and the

normalized channel vector. We consider that each user provides information on its effective

channel (SINR) by feeding back the following scalar metric

ξI
k =

P ‖hk‖2 cos2 φk

P ‖hk‖2 sin2 φk + M
(7)
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proposed previously in [26], [29], [30]. This type of CQI encapsulates information on the channel

gain as well as the CDI quantization error, defined as sin2 φk = 1−
∣∣∣ĥH

k h̄k

∣∣∣
2

. The above metric

results from bounding the expected SINR by using the expected value of multiuser interference

due to quantization and an upper bound on the expected received signal power. Clearly, the

above SINR cannot be achieved, but it can be interpreted as an upper bound (UB) on each

user’s received SINR in a system where equal power is allocated over M beamforming vectors.

Remarkably, it offers a good estimate of the multiuser interference at the mobile side without

any receiver cooperation, and in a way that depends only on the user of interest’s channel. If the

M beamforming vectors at the transmitter are perfectly orthogonal (i.e. the columns of Ĥ(S) are

orthogonal), then Ĥ(S) is unitary and W(S) = Ĥ(S), the upper bound becomes tight, yielding

a received per-user SINRk equal to the one predicted by (7).

B. Metric II: Bounding the actual multiuser interference

The previous metric presents the following two major limitations: a) it is appropriate for block

fading channels with sufficiently long Gaussian codebooks in order to average the capacity over

the fading distribution, b) the SINR values predicted by (7) are not achievable, since in general the

beamforming vectors are not perfectly orthogonal, especially in networks with low to moderate

number of users; thus a second step of feedback from the users scheduled for transmission is

required for outage-free rate allocation.

In order to avoid the need for a second step of feedback and guarantee an outage-free

transmission, we propose to use a lower bound on the k-th user actual SINR rather than an

upper bound, which is based on an upper bound on the actual multiuser interference rather

than on an upper bound of the expected interference. Furthermore, the SINR estimated by (7)

does not take into account the fact that zero-forcing is used as transmission scheme. Here we

derive interference bounds that also consider the misalignment between the actual channel and

the zero-forcing beamformers, which results to additional power loss.

1) Multiuser Interference Bounds: Let wk be the normalized zero-forcing beamforming vector

intended for the k-th user, with channel alignment cos θk =
∣∣h̄H

k wk

∣∣ and channel norm ‖hk‖2.

Define the matrix Ψk(S) =
∑

j∈S,j 6=k wjw
H
j , the operator λmax {·}, which returns the largest

eigenvalue, and Uk ∈ CM×(M−1) an orthonormal basis spanning the null space of wk.
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Theorem 1: Given an arbitrary set of unit-norm beamforming vectors of the users in S , an upper

bound on the interference over the normalized channel, defined as Ik(S) =
∑

j∈S,j 6=k

∣∣∣hH

k wj

∣∣∣
2

,

experienced by the k-th user is given by

Ik(S) ≤ cos2 θkαk(S) + sin2 θkβk(S) + 2 sin θk cos θkγk(S) (8)

where 



αk(S) = wH
k Ψk(S)wk

βk(S) = λmax

{
UH

k Ψk(S)Uk

}

γk(S) =
∥∥UH

k Ψk(S)wk

∥∥
(9)

Proof: See Appendix I.A.

Consider now that we impose an ε-orthogonality constraint between two quantized channel

vectors ĥi and ĥj , i.e.
∣∣∣ĥH

i ĥj

∣∣∣ ≤ ε, and define the worst-case orthogonality under zero-forcing

beamforming as εZF = maxi,j∈S
∣∣wH

i wj

∣∣. For notation simplification, the dependence on S can

be dropped, expressing the worst interference received by the k-th user in terms of cos θk and

εZF .

Lemma 1: The worst-case orthogonality of the set of M zero-forcing normalized beamforming

vectors (εZF ) and alignment with the normalized channel (cos θk) are bounded as a function of

cos φk and ε < 1
M−1

as follows:

εZF ≤ ϑ (10)

cos θk ≥

∣∣∣cos φk −
√

ϑ
∣∣∣

1 + ϑ
(11)

with ϑ =
ε

1− (M − 1)ε

Proof: See Appendix I.B.

The following result can now be obtained:

Theorem 2: Given a user set S of cardinality |S| = M and constrained to be ε-orthogonal, a

system that performs zero-forcing beamforming can guarantee the following SINR for the k-th

user

SINRZF
k ≥ P ‖hk‖2 cos2 θk

P ‖hk‖2 IUBk
+ M

(12)

where

IUBk
= (M − 1) (ϑ cos θk + sin θk)

2 − (M − 2)(1− ϑ) sin2 θk (13)
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with cos θk =
|cos φk−

√
ϑ|

1+ϑ
and ϑ = ε

1−(M−1)ε
.

Proof: See Appendix I.C.

2) CQI feedback metric: Motivated by the above results, we propose that each user provides

information on a lower bound on its SINR by reporting the following scalar metric

ξII
k =

P
(1+ϑ)2

‖hk‖2 (cos φk −
√

ϑ)2

P ‖hk‖2 IUBk
+ M

(14)

The basic difference between (7) and (14) is on the estimation of both the multiuser interference

and the received signal. The normalized (channel direction) vector h̄k can be expressed as h̄k =√
1− sin2 φkĥk +

√
sin2 φkĥ

⊥
k , where ĥ⊥k is the normalized projection of h̄k onto the orthogonal

complement of ĥk. Note that the actual phase information in h̄k is omitted since it is not relevant

for SINR computation. In (7) the interference is replaced by an upper bound on its average value,

i.e. E
{∑

j∈S\{k}
P
M
‖h‖2 |h̄kwj|2

}
= P (|S|−1)

M(M−1)
‖h‖2 sin2 φk ≤ P

M
‖h‖2 sin2 φk. This bound is due

to the fact that

|h̄H
k wj|2 = (1− sin2 φk)|ĥH

k wj|2 + sin2 φk|ĥ⊥H
k wj|2 = sin2 φk|ĥ⊥H

k wj|2, ∀k 6= j

as the zero-forcing beamforming vector wj is chosen orthogonal to the quantized channel vectors

of all other users, i.e., ĥH
k wj = 0 for all k 6= j, k ∈ S , and E

{∑
j∈S\{k} |ĥ⊥H

k wj|2
}

= |S|−1
M−1

[15]. In contrast to that, for metric II the upper bound on the actual multiuser interference (13)

is used.

For the received signal, we have that cos2(∠(h̄k, wk)) ≥ cos2(∠(h̄k, ĥk) + ∠(ĥk, wk)) as

∠(h̄k, wk) ≤ ∠(h̄k, ĥk) + ∠(ĥk, wk), and cos x is a monotonically decreasing function in x

for the interval of interest. Metric I can be viewed as a SINR estimate assuming that the

quantized channel ĥk and zero-forcing beamforming vector wk coincide, i.e. ∠(ĥk,wk) = 0.

This assumption becomes valid for large number of users K. Hence in metric I, the following

approximation is used cos2(∠(h̄k, wk)) ≈ cos2(∠(h̄k, ĥk)), whereas in metric II the power loss

introduced by the angle shift due to the misalignment of ĥk and wk is bounded using lemma 1.

If ε = 0 as in the case of metric I, we have cos2 θk = cos2 φk, thus ĪUBk
= sin2 θk = sin2 φk

and (cos φk−
√

ϑ)2

(1+ϑ)2
= cos2 φk, and (14) takes exactly the form of (7). Note that as metric I is derived

under the ideal assumption ε = 0 is not achievable. However metric II is a lower bound on the

user SINR at each slot and can be used for rate adaptation, although it can be a pessimistic

SINR estimate during some channel realizations.
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A limitation of both metric I and II is that they provide an estimate on the SINR by assuming

that M = M users are to be scheduled. However, in the case of limited CSIT, in the high SNR

regime and/or for low number of users, it is often beneficial from a sum-rate point of view to

transmit to M < M users. The system should then offer a highly desirable adaptivity between

SDMA of various orders and even TDMA. This problem has not been addressed before. For

that reason, a different form of CQI feedback that offers flexibility on estimating the user SINR

for various values of M is of interest.

C. Soft transition from SDMA to TDMA

Here, we capitalize on the idea of [31] and decompose the CQI, letting each user feed back

the following two scalar values (in addition to the quantized channel index): 1) the square of

the alignment cos2 φk, and 2) the channel norm, ‖hk‖. This feedback strategy enables the BS to

calculate a more accurate SINR estimate for any set of scheduled users with cardinality M≤ M

as a more accurate estimate on the multiuser interference can be calculated by having the CQI in

the form of channel gain and quantization error. This strategy also enables a multi-mode scheme

where the BS switches between single-user transmission mode (TDMA) and multiuser mode

(SDMA). Note that under a certain finite feedback rate constraint each scalar value is quantized

with reduced accuracy compared to the case of only a single scalar CQI metric (e.g. metric I

and II). The effect of CQI quantization is studied through simulations in Section VI, where it

can be seen that the reduced precision of the two scalar CQIs does not reduce the sum-rate

performance compared to the one scalar CQI case. Based on Theorem 2, we propose that the

scheduler selects the user based on the following lower bound on the received SINR, referred

to as metric III:

ξIII
k =

P ‖hk‖2 ρ2
k

P ‖hk‖2 IUBdk
+M (15)

where

ρ2
k = cos2(φk + ∠(ĥk, wk)) (16)

and

IUBdk
= ρ2

kαk(S)+
(
1−ρ2

k

)
βk(S)+2ρk

√
1−ρ2

kγk(S) (17)

which can be explicitly calculated at the transmitter using (9). For ε → 0, we have IUBdk
→

sin2 φk, and when ε = 0 the following metric IV, interpreted as an upper bound on the received
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SINR, can be used

ξIV
k =

P ‖hk‖2 ρ2
k

P ‖hk‖2 sin2 φk +M (18)

Actually, setting ε to be inversely proportional to K, it can be seen from Lemma 1 that as

K → ∞, εZF → 0, and cos θk → cos φk. Thus, for K → ∞, IUBk
= sin2 φk and hence (18)

converges to (7) for M = M .

As it can be seen, (15) provides a more accurate SINR estimate compared to (14) as ρ2
k ≥

(cos φk−
√

ϑ)2

(1+ϑ)2
and ĪUBdk

≤ ĪUBk
. Furthermore, as ρ2

k ≤ cos2 φk, we have that ξI
k ≥ ξIV

k ≥ ξIII
k ≥

ξII
k . The difference is that ξII

k and ξIII
k can always be supported by the system and can be used

for outage-free rate allocation, whereas ξI
k and ξIV

k are upper bounds that are not achievable in

general.

IV. USER SCHEDULING SCHEMES

The metrics in Section III are combined with two user selection algorithms in a system

employing zero-forcing beamforming. As our optimization objective is to maximize the system

capacity, the optimum policy under max-sum-rate scheduling is to select M≤ M users among

K users that maximize the sum rate through exhaustive search. As the complexity of such a

combinatorial optimization problem is prohibitively high for large K, we resort to low-complexity

scheduling strategies based on greedy user selection (see e.g. [7], [8], [26]).

A. Greedy-SUS algorithm

We first review a heuristic scheduling algorithm based on semi-orthogonal user selection (SUS)

[7], [26]. Using ξk defined either as (7), (14), (15), (18) and ĥk, k = 1, . . . , K, the BS performs

user selection to support up to M out of K users at each time slot. The algorithm is outlined

in Table I. The first user is selected from the set Q0 = {1, . . . , K} of cardinality |Q0| = K as

the one having the highest channel quality, i.e. k1 = arg maxk∈Q0 ξk. The (i + 1)-th user, for

i = 1, . . . , M − 1, is selected as ki+1 = arg maxk∈Qi ξk among the user set Qi with cardinality

|Qi| ≤ K, defined as Qi =
{

k ∈ Qi−1 | |ĥH
k ĥj| ≤ ε ∀j ∈ S

}
. The system parameter ε defines

the maximum allowed non-orthogonality (maximum correlation) between quantized channels

and it is a parameter set in advance. Evidently, if ε is very large, the selected users may cause
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significant multiuser interference, reducing the system sum rate. Conversely, if ε is too small,

the scheduler cannot find enough semi-orthogonal users to transmit to.

B. Greedy-US algorithm

We generalize here the low-complexity greedy user selection (GUS) scheme [8] for the case of

quantized CSIT. Each user feeds back its quantized channel direction based on a predetermined

codebook Vk and scalar instantaneous feedback ξk, which are used to perform joint scheduling

and beamforming with quantized CSIT. The algorithm is summarized in Table II, where R(Si) =
∑

k∈Si
log2(1 + ξk), with ξk being either: ξI

k , ξII
k , ξIII

k or ξIV
k , and Si the set of selected users

up to the i-th step. The user with the highest rate (equivalently ξk metric) among K users is

first selected, and at each iteration, a user is added only if the sum rate (based on the estimated

SINR) is increased. At each step, it is important to re-process the set of previously selected users

(thus, re-calculating the zero-forcing beamformers) once a user is added to the set Si.

A main advantage of Greedy-US algorithm compared to Greedy-SUS is that it does not

necessarily require the use of the predetermined system parameter ε. The value of the orthog-

onality constraint ε affects the performance of the user selection algorithm. If ε is set too

small, the multiuser diversity gain decreases, and the user set Qi can be empty before M

quasi-orthogonal users are found. The optimal value decreases with K, as the probability of

finding M semi-orthogonal users among K is larger, however it is difficult to be optimized

analytically. Furthermore, as the Greedy-US algorithm re-processes the set of already selected

users under the same zero-forcing beamforming optimization when one user is added at each

step, its performance can be better or equal to that of Greedy-SUS algorithm.

V. PERFORMANCE ANALYSIS

In this section, we analyze the sum-rate performance of a system using metric (14) in conjunc-

tion with Greedy-SUS algorithm (referred to as scheme II) for the case of K →∞, and at low

and high SNR. We consider an approximate codebook design [21], [32], coined as Approximate

Vector Quantization (AVQ), which yields a lower bound to the quantization error.

A. Asymptotic (in K) sum-rate analysis

We analyze the sum-rate performance of scheme II considering the asymptotic case of K →∞
and M fixed. As (14) is a lower bound on the user’s SINR, the expected sum rate R of scheme
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II is lower bounded as

R ≥ E
{

M∑
i=1

log2

(
1 + ξII

ki

)
}

= E

{
M∑
i=1

log2

(
1 + max

k∈Ki

ξII
k

)}
(19)

where Ki = Kκi−1 captures the multiuser diversity gain reduction due to greedy user selection.

The above lower bound on the expected sum rate is due to the fact that the exact SINR is

unknown at either the BS or receiver. The actual SINR for all metrics can be obtained through

a second stage of link adaptation.

From the user selection procedure, we have that the CQI metric ξki
of the selected user at the

i-th step of the algorithm, ki, is equal to the maximum of Ki = |Qi−1| i.i.d. random variables

with common cumulative distribution function (CDF) Fξ(x). Obviously, the multiuser diversity

gain of log |Q0| = log K is experienced only from the first selected user and decreases with the

user index. A bound on the cardinality of |Qi| can be calculated through the probability that a

user i in Qi is ε-orthogonal to users in Qi−1, which is equal to Iε2(i,M−i), where Ix(a, b) is the

regularized incomplete beta function. The ki-th user is the one that has the maximum SINR-like

metric among Qi−1, whose cardinality converges to the following value (by using the law of

large numbers) [33], [34]:

∣∣Qi−1
∣∣ ≈ KPr{v ∈ Qi−1} ≥ KIε2(i− 1,M − i + 1)

with |Q0| = K.

For large number of users K and choosing ε = 1/ log K, so that lim
K→∞

KIε2(i−1,M−i+1) =

∞ and lim
K→∞

ε = 0, we have that ξII
k → ξI

k . Denoting β = 1
N
· (P/M)M−1, the following theorem

can be proved:

Theorem 3: The sum rate of the proposed scheme R converges to the optimum capacity of

MIMO broadcast channel Ropt, for K →∞, i.e.

lim
K→∞

(Ropt −R) = lim
K→∞


M log2

1 + P
M

log K

1 + P
M

log
(

K
β

)

 = 0 (20)

with probability one.

Proof See Appendix II.

The above theorem implies that the optimal M log log K capacity growth can be achieved

for K → ∞ by using the proposed metric (14) with greedy user selection algorithm and

beamforming on the channel quantizations. Note also that this notion of sum rate convergence
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is stronger than that capacity ratio convergence as the latter cannot guarantee that there is no

infinite SINR gap between the two methods.

B. Sum-rate performance in the interference-limited region

Here, we characterize the sum-rate performance of scheme II in the high-power regime

(interference-limited region). For P →∞, it can be shown that

Theorem 4: The sum rate of scheme II at high SNR with finite B and K is upper bounded by

R ≤ M

M − 1

(
B +

log2e

κmax

HK

)
(21)

where HK =
∑K

k=1
1
k

is the harmonic number and κmax = max
i=1,...,M

κi−1.

Proof See Appendix III.

The above theorem implies that the system becomes interference-limited and its sum rate con-

verges to a constant value at high SNR, even for arbitrary large but finite B and K. This

behavior is inherited to all finite feedback-based MISO systems due to the quantization error,

which results to loss of the multiplexing gain at high SNR. Furthermore, as ∂R/∂M < 0, the

sum rate is a monotonically decreasing function with M , implying that at high SNR the sum

rate is maximized by using M = 1 beams.

For large number of users (K →∞), the harmonic number can be asymptotically expanded

as HK = γ + log K + 1
2K

+ O( 1
12K2 ), resulting to lim

K→∞
HK = log K + γ, where γ is the Euler-

Mascheroni constant. Thus, the sum rate at high SNR and K →∞ exhibits logarithmic growth

with K due to the multiuser diversity gain. In other words, for fixed B, although only a fraction

of the full multiplexing gain is achieved (r = M
M−1

), the sum rate scales as log K, compensating

for the loss in degrees of freedom and ‘shifting’ the interference-limited region to higher SNR

values. Similar results on the asymptotic (in average SNR) sum-rate behavior are presented in

[21].

C. Sum-rate performance in the low-power regime

The low-power regime corresponds to the noise-limited region (P → 0), in which for the

scheme II we have that ξII
k = P

M(1+ϑ)2
‖hk‖2 (cos φk −

√
ϑ)2 ≤ P

M
‖hk‖2 cos2 φk.

Lemma 2: The distribution of X = ‖hk‖2 cos2 φk is given by

fX(x) = (1− δ)
∞∑

k=0

ζkx
k+M−1e−x/(1−δ)

(1− δ)k+MΓ(k + M)
u(x) (22)
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where u(·) is the unit step function, and ζk is obtained recursively by




ζ0 = 1

ζk+1 = 1
k+1

k+1∑
i=1

(
δi

)
ζk+1−i k = 0, 1, 2, . . .

(23)

Proof : Since the random variable X = ‖hk‖2 cos2 φk can be described as the sum of two

independent Gamma distributed random variables with parameters (1, 1) and (M − 1, 1 − δ)

[21], equation (22) is derived, after some manipulations, by applying results from [35].

Based on the above lemma, upper bounding the coefficients ζk by one and using eq. (3.381.2)

in [36], the following result can be shown:

Proposition 1: The random variable X stochastically dominates the random variable X̃ , or

FX(x) ≤ FX̃(x), whose CDF is given by

FX̃(x) =

∫ x

0

(1− e−t/(1−δ))M−1dt (24)

Proof : See Appendix IV.

Replacing the CDF of X by (24), we derive a sum-rate lower bound (for finite B) as

R ≥
M∑
i=1

∫ ∞

0

log2

(
1 +

P

M
x

)
dFKi

X̃
(x) ≈ log2 e

P

M

M∑
i=1

∫ ∞

0

xdFKi

X̃
(x) (25)

where the approximation follows from considering the first-order terms of Taylor series expansion

around P = 0.

VI. NUMERICAL RESULTS

In this section, we evaluate the performance of a system that performs zero-forcing beamform-

ing using the proposed scalar feedback metrics and scheduling algorithms through simulations.

We consider M = 2 transmit antennas, orthogonality constraint ε = 0.4 and codebooks generated

using random vector quantization [15], [27]. The achieved sum rate is compared with two

alternative transmission techniques for the MIMO downlink, random beamforming [17] and

zero-forcing beamforming with full CSI (and equal power allocation).

In Figure 1 we compare the sum-rate performances of the proposed CQI metrics as a function

of the average SNR, for K=30 users and B = 4 bits per user for CDI quantization. Metric I and

II achieve similar sum-rate, exhibiting however the same bounded behavior at high SNR, where

the system capacity converges to a constant value. Given a fixed number of CDI bits B, the
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system becomes unavoidably interference-limited at high SNR and the rate curves flatten out.

This is due to the fact that the accuracy of knowledge of the quantization error remains constant

while SNR increases, and also that the Greedy-SUS algorithm forces the system to schedule

always M users. Nevertheless, the scheme using Metric III in (15) combined with Greedy-US

algorithm provides more flexibility by transmitting to M ≤ M users, thus keeping a linear

sum-rate growth in the interference-limited region and converging to TDMA for P →∞, where

M = 1 is optimal.

In Figure 2 we plot the sum rate as a function of K for average SNR = 20dB and codebook

of size B = 4 bits. It can be seen that all scalar metrics can efficiently benefit from the multiuser

diversity gain. The gap with respect to the full CSIT case can be decreased by increasing the

feedback load B. However, the slightly different scaling of metric IV is due to the fact that

the user selection estimates the sum-rate and thus the regions where M < M beams ought

to be used based on limited feedback. Thus, erroneous estimations can sometimes lead to sub-

optimal decisions in terms of the number of users to be scheduled. Furthermore, in a system

with fixed orthogonality factor ε, the accuracy of the lower bound (metric II) does not improve

as K increases. On the other hand, the upper bound (metric I) becomes more realistic due to a

higher probability of finding orthogonal quantized channels, hence yielding slightly better user

selection.

In order to evaluate the effect of CQI quantization, we consider a system in which each user

has in total 10 bits available for feedback. A sum-rate comparison as a function of the number

of users for SNR = 20 dB is shown in Figure 3. We use B bits for feeding back the index of the

quantized channel and the remaining (10−B) bits for CQI quantization. For metric IV, 2 bits are

used for quantization of the channel norm and 3 bits for the alignment. The random beamforming

scheme uses B = 1 bits in order to specify the chosen transmitted beam (B = dlog2 Me) and

the remaining (9 bits) for SINR quantization. A simple quantization technique has been used

that minimizes the mean squared distortion (max Lloyd algorithm). For this amount of available

feedback, it can be seen that for the simulated range of K, 6 bits are enough to capture a

large portion of multiuser diversity and preserve the scaling (case B = 4). Note also that the

performance is similar to that of Figure 2, in which the CQI metrics are considered unquantized.

August 24, 2007 DRAFT



19

VII. CONCLUSION

We studied a multiple antenna broadcast channel with more users than transmit antennas,

in which partial CSIT is conveyed via a limited rate feedback channel. We proposed scalar

feedback metrics which, combined with efficient joint scheduling and zero-forcing beamforming,

can achieve a significant fraction of the capacity of the full CSI case by means of multiuser

diversity. These metrics are built upon multiuser interference bounds and incorporates informa-

tion on both channel gain and quantization error. A scheme that combines these metrics with

zero-forcing beamforming and efficient user selection algorithms is considered and its sum-

rate performance is investigated. Furthermore, an adaptive scheme, switching from multiuser

to single-user transmission mode is also proposed, exhibiting linear sum-rate growth in the

interference-limited region. The merits of the proposed schemes in terms of sum rate are studied

both analytically and through numerical results.

APPENDIX I

MULTIUSER INTERFERENCE BOUNDS

A. Proof of Theorem 1

Before proceeding to the proof of Theorem 1, we first state the following result.

Lemma 3: Let Uk ∈ CM×(M−1) be an orthonormal basis spanning the null space of wk. Then,
∥∥∥hH

k Uk

∥∥∥
2

= 1− cos2 θk (26)

Proof: Define the orthonormal basis Zk of CM obtained by stacking the column vectors of

Uk and wk: Zk = [Ukwk]. Since ZkZH
k = I and hk has unit power

∥∥∥hH

k Zk

∥∥∥
2

= hH

k ZkZH
k hk = hH

k hk = 1 (27)

Then, by definition of Zk we can separate the power of hk as follows
∥∥∥hH

k Zk

∥∥∥
2

=
∥∥∥hH

k [Ukwk]
∥∥∥

2

=
∥∥∥hH

k Uk

∥∥∥
2

+
∣∣∣hH

k wk

∣∣∣
2

= 1 (28)

Setting
∣∣∣hH

k wk

∣∣∣
2

= cos2 θk and solving the above equation for
∥∥∥hH

k Uk

∥∥∥
2

we obtain the desired

result.

Now we can proceed to the proof of Theorem 1. Using the definition of Ψk(S) and defining
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π2
k = cos2 θk, the interference over the normalized channel for user k and index set S , denoted

as Ik(S), can be expressed as

Ik(S) =
∑

i∈S,i6=k

∣∣∣hH

k wi

∣∣∣
2

=
∑

i∈S,i6=k

hH

k wiwH
i hk = hH

k Ψk(S)hk (29)

The normalized channel hk can be expressed as a linear combination of orthonormal basis

vectors. Using Lemma 3, all possible unit-norm hk vectors with
∣∣∣hH

k wk

∣∣∣ = πk can be written as

follows

hk = πke
jαkwk +

√
1−π2

kUkBkek (30)

where Bk is a diagonal matrix with entries ejβi , i = 1, . . . , M−1 and ek is an arbitrary unit-norm

vector in CM−1. The complex phases βi and αk are unknown and lie in [0, 2π]. Substituting (30)

into (29) we get
Ik(S) = π2

k wH
k Ψk(S)wk

(a) + (1−π2
k) eH

k BH
k UH

k Ψk(S)UkBkek

(b) +πk

√
1−π2

k [e−jαkwH
k Ψk(S)UkBkek

+eH
k BH

k UH
k Ψk(S)wke

jαk ]

(31)

Since the first term in (31) is perfectly known, the upper bound on Ik(S) is found by joint

maximization of the summands (a) and (b) with respect to αk, Bk and ek. We use a simpler

optimization method, which consists of bounding separately each term.

(a) Defining Ak(S) = UH
k Ψk(S)Uk for clarity of exposition, the second term can be bounded

as follows

max
Bk,ek

(
1−π2

k

)
eH

k BH
k Ak(S)Bkek =

(
1−π2

k

)
λmax{Ak(S)}

s.t. ‖ek‖ = 1 (32)

where the operator λmax {·} returns the largest eigenvalue. The maximum in (32) is obtained

when the vector Bkek equals the principal eigenvector of the matrix Ak(S).

(b) Defining qk = BH
k UH

k Ψk(S)wke
jαk and noting that the matrix Ψk(S) is Hermitian by

construction, the bound on the third term in (31) can be written as follows

maxqk,ek

πk

√
1−π2

k

[
qH

k ek + eH
k qk

]
= maxqk

2πk

√
1−π2

k ‖qk‖

s.t. ‖ek‖ = 1 (33)

August 24, 2007 DRAFT



21

The left hand side is maximized for ek =
qk

‖qk‖ , which satisfies the unit-norm constraint, yielding

the modified bound in (33). The solution is given by

maxqk

2πk

√
1−π2

k ‖qk‖ = max
Bk,αk

2πk

√
1−π2

k

∥∥BH
k UH

k Ψk(S)wke
jαk

∥∥ = 2πk

√
1− π2

k

∥∥UH
k Ψk(S)wk

∥∥
(34)

Finally, incorporating into (31) the bounds obtained in (32) and (34) we obtain the desired bound.

B. Proof of Lemma 1

By noting that εZF corresponds to the maximum possible amplitude of the off-diagonal terms

of
(

Ĥ
H

k Ĥk

)−1

, and under the (not restrictive) assumption ε < 1
M−1

, the bound on εZF is found by

bounding the amplitude of the off-diagonal terms in the Neumann series
∑∞

n=1 offdiag
(

Ĥ
H

k Ĥk

)n

,

where offdiag(·) takes the off-diagonal part setting the elements in the diagonal to zero. By

representing the non-normalized zero-forcing beamforming vectors as the sum of ĥk and its

orthogonal complement w̃k, i.e. wk = ĥk + w̃k and bounding the amplitude of the diagonal

terms of I +
∑∞

n=1 offdiag
(

Ĥ
H

k Ĥk

)n

, we obtain the desired bound on cos θk.

C. Proof of Theorem 2

By using the definition of each user’s SINRk, cos θk and equal power allocation, we have

the following equalities

SINRZF
k =

P
∣∣hH

k wk

∣∣2
∑

j∈S,j 6=k P |hH
k wj|2 + M

=
P ‖hk‖2 cos2 θk

P ‖hk‖2 ∑
j∈S,j 6=k

∣∣∣hH

k wj

∣∣∣
2

+ M
(35)

We aim to find an upper bound on the multiuser interference given by Theorem 1 that takes

into account the worst-case orthogonality εZF . Hence, the dependence on S can be dropped,

expressing the worst interference received by the k-th user in terms of cos θk and εZF . In this

case, the following bounds can be easily derived for equation (9)




αk ≤ (M − 1)ε2
ZF

βk ≤ 1 + (M − 2)εZF

γk ≤ (M − 1)εZF

(36)

Hence, by substituting these values in equation (8), we obtain the upper bound Ik = cos2 θk (M−
1)ε2

ZF +sin2 θk [1 + (M − 2)εZF ]+2 sin θk cos θk(M−1)εZF ≤ sin2 θk. By substituting εZF = ϑ
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and cos θk =
|cos φk−

√
ϑ|

1+ϑ
(i.e. inequalities (10) and (11), respectively become equalities), where

ϑ = ε
1−(M−1)ε

in the previous expression, we have the upper bound given by (13). Using this

bound on the SINRk expression derived in (35), we obtain the SINR bound in equation (12).

APPENDIX II

PROOF OF THEOREM 3

Let ξI
ki

denote the upper bound on the achieved SINR of user ki (i.e. the user selected at the

i-th iteration, for i = 1, 2, . . . , M . From Theorem 1 in [21], we have that

Pr

{
uK1 −

P

M
log log

√
K ≤ ξI

k1
≤ uK1 +

P

M
log log

√
K

}
≥ 1−O

(
1

log K

)

with uK1 = P
M

log(K
β
)− P (M−1)

M
log log(K

β
).

For i = 2, . . . , M , we obtain

Pr

{
uKi

− P

M
log log

√
K ≤ ξI

ki
≤ uKi

+
P

M
log log

√
K

}
≥ 1−O

(
1

log K

)

with uKi
= P

M
log(Ki

β
)− P (M−1)

M
log log(Ki

β
).

From the user selection procedure, we have that ξI
k1
≥ ξI

k2
≥ . . . ≥ ξI

kM
, and after some

manipulations it can be shown that for large K, we have

Pr

{
uKi

− P

M
log log

√
K ≤ ξI

ki
≤ uK1 +

P

M
log log

√
K

}
≥ 1−O

(
1

log K

)

Since log(·) is an increasing function, we have that

Pr
{

log2

(
1 + uKi

− P
M

log log
√

K
)
≤ log2

(
1 + ξI

ki

) ≤ log2

(
1 + uK1 + P

M
log log

√
K

)}

≥ 1−O
(

1
log K

)

Hence,

lim
K→∞

Pr





log2

(
1 + uKi − P

M log log
√

K
)

log2(
P
M log K)

≤ log2

(
1 + ξI

ki

)

log2(
P
M log K)

≤
log2

(
1 + uK1 + P

M log log
√

K
)

log2(
P
M log K)



 ≥ 1−O

(
1

log K

)

(37)

By substituting uK1 and uKi
in the above equation, we conclude that the LHS and the RHS of

the inequalities both converge to one as K →∞, therefore

lim
K→∞

R
log2

(
P
M

log K
) = 1 (38)

August 24, 2007 DRAFT

https://www.researchgate.net/publication/250049320_Multi-Antenna_Broadcast_Channels_with_Limited_Feedback_and_User_Selection?el=1_x_8&enrichId=rgreq-b4570af8fb95d29abf1d6215dd4bc090-XXX&enrichSource=Y292ZXJQYWdlOzIyODY4NzQ0MDtBUzo5OTEzMjk2MjI0NjY5NEAxNDAwNjQ2NTQ4ODc0


23

with probability one. Assuming equal power allocation and that M perfectly orthogonal users

can be found, as Pr {|S| = M} K→∞→ 1, we have that the proposed scheme achieves a sum rate

of M log2

(
P
M

log K
)
.

An upper bound on Ropt is given in [6], where

Pr

{Ropt

M
≤ log2

(
1 +

P

M
(log K + O(log log K))

)}
≥ 1−O

(
1

log2 K

)

Thus,

Pr
{

log2(1 + ξI
ki

)− Ropt

M
≥

log2

(
1 + uKi

− P
M

log log
√

K
)
− log2

(
1 + P

M
(log K + O(log log K))

)}

≥ 1−O
(

1
log K

)
−O

(
1

log2 K

)

where the RHS of the inequality inside the Pr goes to zero for K →∞. As a result, for large

K, we have that

0 ≤ log2(1 + ξI
ki

)− Ropt

M
, i = 1, . . . , M

with probability one, which results to (20) for K →∞, as Ropt is an upper bound on the sum

rate of our proposed scheme.

APPENDIX III

PROOF OF THEOREM 4

For P →∞, we have

ξII
k = lim

P→∞

P
(1+ϑ)2

‖hk‖2 (cos φk −
√

ϑ)2

P ‖hk‖2 IUBk
+ M

=
(cos φk −

√
ϑ)2

(1 + ϑ)2IUBk

≤ cot2 φk (39)

whose probability density function (PDF) is given by fcot2 φ(x) = (M−1)N
(1+x)M , for x ≥ (1 − δ)/δ

and zero elsewhere [21].

The expected sum rate for a user set S (of cardinality M ) is given by

R ≤ E
{

M∑
i=1

log2(1 + max
ki∈Ki

cot2 φki
)

}
=

M∑
i=1

∫ ∞

0

log2(1 + x)dFKi

cot2 φ
(x)dx =

=
M∑
i=1

Ki

∫ ∞

1−δ
δ

log2(1 + x)
2B(M − 1)

(1 + x)M

(
1− 2B

(1 + x)M−1

)Ki−1

dx

(a)
= 2B(M − 1)

M∑
i=1

Ki

Ki−1∑

k=0

(Ki − 1

k

)
(−1)k

∫ ∞

1−δ
δ

log2(1 + x)
2Bk

(1 + x)k(M−1)+M
dx
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=
log2 e

M − 1

M∑
i=1

Ki

Ki−1∑

k=0

(Ki − 1

k

)
(−1)k

[
B log 2

k + 1
+

1

(k + 1)2

]
(b)
=

log2 e

M − 1

M∑
i=1

(B log 2 + HKi
)

(40)

where (a) follows from binomial expansion and to get (b) the Nörlund-Rice integral representation

is applied [37]. Combining (40) with Ki ≤ Kκmax, we get (21).

APPENDIX IV

PROOF OF PROPOSITION 1

For the CDF of X we have

FX(x) =

∫ x

0

fX(t)dt
(a)

≤
∫ x

0

γ(M − 1, t
1−δ

)

Γ(M − 1)
dt

(b)
<

∫ x

0

(1− e−t/(1−δ))M−1dt (41)

where γ(a, x) =
∫ x

0
ta−1e−tdt is the lower incomplete gamma function. Note that (a) follows by

upper bounding the coefficients ζk in (23) by one and (b) holds from Alzer’s inequality [38].
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TABLE I

OUTLINE OF GREEDY-SUS ALGORITHM

Step 0 set S = ∅, Q0 = 1, . . . , K

For i = 1, 2, . . . ,M repeat

Step 1 ki = arg max
k∈Qi−1

ξk

Step 2 S = S ∪ ki

Step 3 Qi =
{

k ∈ Qi−1 | |ĥH
k ĥki

| ≤ ε
}

TABLE II

OUTLINE OF GREEDY-US ALGORITHM

Step 0 Initialization: Set S0 = ∅, R(S0) = 0, and Q0 = 1, . . . , K

Step 1 k1 = arg max
k∈Q0

ξk

Set S1 = S0 ∪ {k1}
While i < M repeat

i ← i + 1

Step 2 ki = arg max
k∈(Q0−Si−1)

R(Si−1 ∪ {k})

Step 3 Set Si = Si−1 ∪ {ki}

if R(Si) ≤ R(Si−1)

Step 4 finish algorithm and i ← i− 1

Step 5 Set S = Si and M = i
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Fig. 1. Sum rate versus the average SNR for B = 4 bits, M = 2 transmit antennas and K = 30 users. Metric III combined

with Greedy-US exhibits a linear sum-rate growth in the interference-limited region in contrast to Metric I and II, whose sum

rate saturates at high SNR.

August 24, 2007 DRAFT



29

0 5 10 15 20 25 30 35 40 45 50
4

6

8

10

12

14

16

Users, K

S
um

 R
at

e 
[b

its
/s

/H
z]

Zero Forcing − Full CSIT
Zero Forcing − Greedy−SUS w/ metric I
Zero Forcing − Greedy−SUS w/ metric II
Zero Forcing − Greedy−US w/ metric IV
Random Beamforming

Fig. 2. Sum rate as a function of the number of users for B = 4 bits, M = 2 transmit antennas and SNR = 20 dB. All CQI

scalar metrics can exploit the multiuser diversity gain, achieving optimal capacity growth.
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Fig. 3. Sum rate versus the number of users for different approaches with SNR = 20 dB, M = 2 transmit antennas and

limited 10-bit total feedback bits where B = 5 bits are used for codebook indexing and (10 − B bits) for CQI quantization.

For metric IV, 2 bits are used for quantization of the channel norm and 3 bits for the alignment.
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