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(57) A process for sensing vacant sub-�space over
the spectrum bandwidth of a received signal comprising
the following steps: �
- sampling and storing (21) samples of said signal;�
- arranging (22) said samples in a windows of predeter-
mined size; �
- entering into a loop (22, 23, 24) for computing a covar-
iance matrix for the purpose of computing the significant
eigenvalues and for determining the dimension of the
sub-�space represented by the number of significant ei-
genvalues;�
- processing (25) said covariance matrix for the purpose
of compute one value, corresponding to said considered
window, which is representative of a scale of confidence
of the probability of signal;�
- ending said loop (26) and reiterating said loop until the
completion of said scale of confidence; �
- processing (27) said scale of confidence in order to
derive one threshold value corresponding to one dimen-
sion which can be used for distinguishing between areas
presumed to be vacant and areas presumed to be subject
to a signal



EP 2 086 255 A1

2

5

10

15

20

25

30

35

40

45

50

55

Description

Technical field

�[0001] The present invention relates to radio commu-
nication and more particularly to a process for sensing
vacant bands over the spectrum bandwidth and an ap-
paratus for performing the same

Background Art

�[0002] Wireless telecommunications are spreading
rapidly in the world. With the demand for additional band-
width increasing due to both existing and new services,
public authorities, such as the Federal Communications
Commission (F.C.C.) in the USA, are concerned with the
problem of spectrum scarcity.
�[0003] Practical measurements have shown that, in
fact, license spectrum shows to be relatively unused
across time and frequency. Such observations have re-
sulted in new reflections concerning to the use of the
spectrum.
�[0004] In a recent report, the FCC has promoted the
idea of a significant increase of the efficiency of the use
of the spectrum by promoting the concept of dynamic
access to the radio spectrum. Contrary to an static ac-
cess, the concept of dynamic access should provide
more flexibility by allowing co- �existence of different users
on the same spectrum. In the so-�called Hierarchical Ac-
cess Model, two distinctive categories of users of the
spectrum are defined: primary users having licensed pri-
ority rights on the spectrum and secondary users which
could get temporary access to the same spectrum with
limited interference, provided that they detect that such
spectrum is available for use... For the time being, the
spectrum is shared between different wireless equip-
ments on the basis of fixed operating frequencies and
bandwidth and pre-�assigned spectrum allocations as
well as accurate rules and limitations on the power emis-
sion of said equipments.
�[0005] Figure 1 shows a typical illustration of the or-
ganization of a spectrum.
�[0006] This results in the fact that certain areas of the
spectrum are subject to an extensive use while a signif-
icant area of the spectrum still remains unused.
�[0007] In order to increase the efficiency of the use of
a given spectrum, there is a need for an efficient mech-
anism for sensing the availability of the spectrum band-
width and more particularly for sensing vacant sub-�band
over the spectrum bandwidth.
�[0008] Some Spectrum sensing techniques are al-
ready known for detecting the vacant space within a spec-
trum band. Those known techniques can be shared be-
tween, so-�called energy detection techniques, and fea-
ture detection techniques.
�[0009] The first techniques known in the art are energy
detection techniques are described in document "Energy
detection of unknown deterministic signals", by H.

Urkowitz, Proceeding of the IEEE, Vol. 55, n°4, pp.
523-531, Apr. 1967. Such techniques results in some
unknown or changing noise levels and interference.
Moreover it has been shown that such energy detection
techniques, while achieving detection of signal, can not
differentiate between modulated signals, noise and in-
terference. In particularly, this first technique does not
provide satisfaction for direct-�sequence or frequency
hopping signals, or whenever the signal is varying with
time;
�[0010] Second known techniques are discussed in pri-
or art document "Statistical tests for presence of
cyclostationarity" , A. V. Dandwat and GF. B. Giannakis,
IEEE Transactions on Signal Processing, Vol. 42, Issue
9, Sept. 1994, pp. 2355-2369. Those techniques pro-
vides better results but show to be much more complex
and require high level of computing resources.
�[0011] In a document entitled "Cognitive Radio Sens-
ing Information- �Theoretic Criteria based", IEEE confer-
ence CrownCom 2007, 2nd International Conference on
Cognitive Radio Oriented Wireless Networks and Com-
munications, August 1-3, 2007, Orlando, USA), the in-
ventor of the present application disclosed the possible
use of an alternative technique for sensing spectrum ac-
tivity.and detecting vacant sub-�bands in the spectrum
based on an analysis of the dimension of the sub space
of the received signal. To achieve this, it has been sug-
gested to track the number of significant eigenvalues, as
this number could provide an indication of the presence
of signal or noise.
�[0012] However, the above mentioned article was lim-
ited to the band detection within a RF demodulated frame
and, moreover, was not per se adapted to the blind de-
tection.
�[0013] There is a need for an efficient mechanism pro-
viding a useful solution to the technical problem of achiev-
ing blind sensing vacant sub-�space.
�[0014] Such is the object of the present invention

Summary of the invention

�[0015] It is an object of the present invention to provide
a process for achieving detection of vacant sub-�space of
the spectrum in order to allow secondary users get ac-
cess to a spectrum normally licensed to Primary users.
�[0016] It is another object of the present invention to
provide an algorithm providing blind sensing of vacant
sub-�space.
�[0017] The invention achieves those goals by means
of a process for sensing vacant sub-�space over the spec-
trum bandwidth of a received signal which comprises the
steps of:�

- sampling and storing samples representative of the
received signal;

- arranging said samples in a windows having a pre-
determined size;

- executing a loop for computing a covariance matrix
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for the purpose of the determination of the significant
eigenvalues as well as the dimension of the sub-
space represented by the number of significant ei-
genvalues;

- computing one value of the scale of confidence by
analyzing the likelihood between the distribution of
the received signal and the distribution of noise;

- reiterating the loop until the completion of the whole
scale of confidence;

- processing said scale of confidence in order to derive
one threshold value corresponding to one dimension
which can be used for distinguishing between areas
presumed to be vacant and areas presumed to be
subject to a signal

�[0018] In one embodiment, the samples are represent-
ative of temporal samples.
�[0019] Alternatively, the samples are frequency sam-
ples.
�[0020] Preferably, the computation of the scale of con-
fidence is performed based on a noise distribution as-
sumed to be Gaussian (Gaussian for samples and
Rayleigh for the magnitude of samples)
�[0021] In one particular embodiment, the decision
threshold is computed as follows: �

- the maximum of the scale of confidence will deter-
mine the border of one vacant band (reference
band).

- dividing the spectrum in bands with respect to the
reference band,

- determining the maximum and the minimum values
of signal dimension corresponding to the maximum
and minimum values of the scale of the confidence;

- returning corresponding dimensions, respectively
Dmax and Dmin of the significant sub- �space;

- computing said threshold in accordance with the for-
mula: 

- processing separately each band as follows:�

For each band, extract the dimension (within
memory) corresponding to higher border DHB,:�

If the dimension of the signal at the higher
border DHB of the band is lower than the
threshold, then the band is occupied
If the dimension of the signal at the higher
border DHB of the band is lower than the
threshold, then the band is vacant

�[0022] The successive processing of each band then
results in dividing the spectrum in occupied and vacant

bands;
�[0023] In a second embodiment, the process of the
invention computes, for each window being considered,
the graph of the dimension of the sub- �space represented
by the number of significant eigenvalues. After execution
of the iterative loops, the whole graph is analysed and
the process computes the inversion of the slope of the
graph in order to achieve sensing of vacant sub-�space.

Description of the drawings

�[0024] Other features, objects and advantages of the
invention will be made clear when reading the following
description and drawings, only given by way of nonre-
strictive examples. In the accompanying drawings:�

Figure 1a illustrates a general view of a spectrum
with different bands of frequencies showing different
applications (GSM, UMTS...)

Figure 1b illustrates the general architecture of a ter-
minal adapted to carry out the process of the inven-
tion.

Figure 1c illustrates an alternate architecture with a
more powerful analog to digital converter.

Figure 2 illustrates a first embodiment of the process
providing vacant sub-�space detection.

Figure 3 illustrates a second alternative embodi-
ment.

Figure 4a and 4b illustrate the flow chart of the scale
of confidence used in the process illustrated in figure
2.

Figures 4c-�4f illustrate are more schematic diagram
of the process of figure 2.

Figure 5a and 5b illustrate the graph of the dimension
of the significant sub-�space of the received signal as
a function of the samples which is used in the second
embodiment of figure 3.

Description of the preferred embodiments of the in-
vention

�[0025] A terminal adapted to incorporate means for
carrying out the process described hereinafter particu-
larly may show different practical architectures, in ac-
cordance with the level of the processing dedicated to
the hardware part or the software part of the terminal.
�[0026] In one first embodiment, as shown in Figure 1b,
an antenna 1 is connected to a hardware RF front-�end 2
which performs the conventional RF processing: channel
selection, interference cancellation, amplification and
generation of a intermediate frequency (IF). A block 3
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achieves conversion of the RF signal to an intermediate
frequency which is then filtered by a IF filter 4 before
being input into an Analog to Digital converter (A/D) 5 for
converting the IF signal into digital representations of said
signal which can then be forwarded to a Digital Signal
Processor (DSP) 6 providing the additional processing
of the intermediate frequency signal.
�[0027] The embodiment shown in figure 1b corre-
sponds to one implementation where the carrier frequen-
cy is known.
�[0028] Alternatively, figure 1c illustrates an embodi-
ment which is adapted for a blind detection. In that case,
corresponding to the situation of a unknown carrier, the
RF signal generated by a RF filter and front end 12 directly
input into a analog to digital converter 15 which , there-
fore, generates digital representations of the RF signal
for its later processing by a - not shown - DSP. Clearly
the architecture of Figure 1c shows to be "software" ori-
ented since most RF signal processing is directly per-
formed by the DSP.
�[0029] The architectures shown in Figure 1b and Fig-
ure 1c are two extreme variations of possible embodi-
ments of a terminal, and it should be clear that a skilled
man will straightforwardly adapt the architecture shown
in Figure 1b or Figure 1c for the purpose of providing a
specific combination of hardware and software compo-
nent that fits the specifications of the analog to digital
converter and the DSP being considered. In addition, the
particular hardware components, and the software rou-
tines which have to be embodied for the purpose of pro-
viding an appropriate processing of a RF signal will not
be further developed in the present application since they
are not part of the present invention.
�[0030] Whatever the particular architecture of the ter-
minal being used, it should be noticed that, once con-
verted into digital representation, the different samples
are forwarded to the DSP for the purpose of executing
the processes which are described hereinafter.
�[0031] Figure 2 illustrates a first embodiment of a proc-
ess in accordance with the present invention which al-
lows the sensing of vacant sub- �space over the spectrum
bandwidth.
�[0032] The process comprises a first step 21 which
are the storage of samples representative of the received
signal in a memory (not shown in Figures 1b or Figure
1c), such as a conventional storage for the purpose of
its processing by a digital signal processor.
�[0033] In one embodiment, the samples which are
processed are temporal samples generated by the ana-
log to digital converter.
�[0034] Alternatively, the samples which are stored are
representative of frequencies in place of temporal sam-
ples.
�[0035] In both embodiments, the samples which are
processed are frequency domain samples generated by
the analog to digital converter.
�[0036] The process then proceeds with a first process-
ing loop which starts with a step 22 consisting in the ar-

rangement of a set of samples - be it temporal or fre-
quency samples - into a window having a size M. It should
be noticed that the process is adapted to provide a win-
dows size M which may vary so as to provide an adaptive
process. Further, the window is a sliding widow, as illus-
trated in Figure 4c, in order to provide consecutive
processing of M differents set of samples.
�[0037] In a step 23, the process then proceeds with
the computation of a covariance matrix of size M for the
window being considered in this first loop. The calculation
of a covariance matrix is performed by the digital signal
processor in accordance with techniques and algorithm
which are well known to the skilled man and which will
not be further elaborated on.
�[0038] The process then proceeds with a step 24 with
the diagonalization of such covariance matrix and
processing of the latter for the purpose of computing the
significant eigenvalues and for determining the dimen-
sion of the sub-�space represented by the number of sig-
nificant eigenvalues.
�[0039] Then, in a step 25, the process then proceeds
with the computing, for the particular windows being con-
sidered, one particular value corresponding to a rate of
confidence of the probability of signal, as illustrated in
real Figure 4a, and also illustrated in the theorical dia-
gram of figure 4d. To achieve this, the process compares,
for the windows being considered, the signal distribution
to a given noise distribution. For this computation, the
noise distribution is assumed to be Gaussian for samples
and Rayleigh for the magnitude of samples.
�[0040] It should be noticed that different algorithms or
comparison methods can be used for comparing the sig-
nal distribution in the considered windows and the Gaus-
sian or Raleigh noise distribution.
�[0041] In one embodiment, the process uses the con-
ventional AKAIKE INFORMATION THEORETIC (AIC)
criterium which is, as known by a skilled man, an effective
tool for comparing one distribution to a model.
�[0042] Alternatively, in a second embodiment, the
process may use the so-�called Minimum Description
Length criterium.
�[0043] The computation above thus results in the de-
termination of one particular value, as illustrated in fig-
ures 4a and 4d, which is representative of a scale of
confidence corresponding for the considered window.
�[0044] The process then proceeds with a step 26
where the computed values of the signal dimension and
of the scale of confidence are stored within the memory,
what completes the particular loop.
�[0045] The process then goes back to step 12 where
the window is subject of an elementary slide, i.e. a new
temporal or frequency sample is incorporate into the cur-
rent window while another one is extracted from the same
window.
�[0046] The new window is thus properly processed ac-
cording to steps 22-26 which were described above and
so on.
�[0047] The multiple processing loops which are exe-
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cuted thus entail the progressive building of the different
points of the flowchart of figures 4a and 4d showing the
scale of confidence where the samples appearing on axis
x and the probability of presence or non presence of sig-
nal appearing with respect to axis y.
�[0048] It should be noticed that the successive con-
struction of the chart illustrated in figure 4a also provides,
for every point of the scale of confidence, one particular
value for the number of significant eigenvalues corre-
sponding to the dimension of the signal sub-�space. �
One constructed and stored within the memory, the scale
of confidence is processed, in a step 27, in order to derive
one threshold value corresponding to one dimension
which can be used for distinguishing between areas pre-
sumed to be vacant and areas presumed to be subject
to a signal.
�[0049] Different embodiments may be considered for
processing the scale of confidence.
�[0050] In a first embodiment, the process operates as
follows: �

- identification of a maximum of the scale of confi-
dence for the purpose of determining the border of
a vacant band, hereinafter referred to as a reference
band;

- dividing the spectrum in bands with respect to the
previously identified reference band;

- identification of the maximum and the minimum of
the values of signal dimension respectively corre-
sponding to the maximum (point A in figure 4d) and
minimum values (point B of the figure 4d) of the scale
of the confidence;

- returning respective corresponding dimensions, re-
spectively Dmax and Dmin of the significant sub-
space;

- computing the threshold in accordance with the for-
mula: 

Once computed in step 27, the threshold value can be
utilized in a step 28 for processing separately each band
as follows, by means of a second loop applied to every
band. �
Indeed, for each band, the dimension of the sub space
that corresponds to the higher border DHB is read and
a test is performed in order to compare said dimension
with the previously computed threshold.�
If the dimension of the signal at the higher border DHB
of the band is lower than the threshold, then the band is
presumed to be occupied
If the dimension of the signal at the higher border DHB
of the band is lower than the threshold, then the band is
vacant
�[0051] The successive processing of each band then

results in dividing the spectrum in occupied and vacant
bands;
�[0052] In a second embodiment, the scale of confi-
dence is processed, in a step 27, in order to compute
two groups of scale. To achieve this, a predetermined
level - e.g. corresponding to a value of 10% of the max-
imum value of the scale of confidence - is set in order to
distribute all the points of scale of confidence between
group I and group II.
�[0053] Group I comprises all the samples for which the
scale of confidence is superior than said predetermined
level. Group I corresponds to a zone which is presumably
considered to be vacant.
�[0054] Group II comprises all the samples showing a
scale or indicia of confidence is inferior than the above
mentioned predetermined level. Group II corresponds to
areas being presumably occupied by one signal.
�[0055] Once distributed between two groups I and II,
each group is separately processed for the purpose of
returning of particular dimensions associated to its
groups, namely DI and DII.
�[0056] For group I, DI is computed by calculating a val-
ue representative of all the dimensions of the points of
the scale of confidence of Figure 4a which are assigned
to group I. In particular, the process may consider the
mean value, the mediant or any weighted combination
of the different values of the dimensions of points of group
I.
�[0057] The value of DII is similarly computed from the
different points (samples) belonging to the second group
II.
�[0058] The threshold value is then computed in accord-
ance with the following formula: 

�[0059] Clearly, the algorithm described with respect to
the first and second embodiment above are only exam-
ples of different processing treatments allowing to return
one particular value for a threshold which can be used
for discriminating between vacant subspace and signal.
�[0060] Once computed, the threshold value can be
used in a step 28 for determining the presence of a signal
or sensing vacant sub- �space. This is performed, as ex-
plained above with respect to steps 21-24 by the com-
putation of the covariance matrix and the determination
of the number of significant eigenvalues, thus resulting
to the dimension of the subspace which can thus be com-
pared to the above mentioned threshold.
�[0061] The process which was described in reference
to figure 2 was based on the construction and exploitation
of a scale of confidence in order to derive one threshold
which can be used for comparing the dimensions of the
sub-�space or the number of independent eigenvectors.
�[0062] Figure 3 illustrates another advantageous algo-
rithm which does not take use of the scale of confidence
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which was described above.
�[0063] In the method of figure 3, the process proceeds
with the computation of the graph of the dimensions of
the significant sub-�space of the signal being observed,
in view of the detection of any changes in the slope of
said curve.
�[0064] The process of figure 3 comprises a sequence
of steps 31-34 which are similar to the corresponding
steps 21-24 of the process of figure 2.
�[0065] However, instead of computing one point of the
scale of confidence in accordance with step 25 of figure
2, the alternative embodiment of the process computes
one point of the curve of the dimension of the significant
sub-�space of the received signal, as illustrated in figure
5b. Different techniques may be used for achieving this
calculation based on a comparison, for the particular win-
dow being considered, of the distribution of the signal
and the distribution of the noise. Again, for this compu-
tation, the noise distribution is assumed to be gaussian
or Rayleigh.
�[0066] In one particular technique, the process uses
the conventional AKAIKE INFORMATION THEORETIC
(AIC) criterium while, in another alternative technique,
the process takes advantage of the Minimum Description
Length criterium.
�[0067] The use of those techniques allows the compu-
tation of one particular point of the graph of figure 5b
which shows, along axis x-�x’, the samples of the received
signal and, along axis y-�y’, the dimension of the signifi-
cant sub-�space of the signal received.
�[0068] After the completion of the particular dimension
for the considered window, the process then proceeds
to end of loop step 36 and goes back to step 32 so as to
let the considered window being slipped of one step for
the purpose of a new computation of one point of graph
of figure 5b.
�[0069] After completion of the execution of loop steps
32 - 36 for a wide number of windows, the whole graph
of figure 5b is stored within the memory and the process
then proceeds to a step 37 where the slope of the graph
is computed and the particular inversion of the slopes
are being determined.
�[0070] The analysis of the slope inversion are used so
as to distribute the samples between two groups, namely
a first group corresponding to samples presumably with
signal and a second group of samples presumably cor-
responding to vacant sub-�space.

Claims

1. Process for sensing vacant sub-�space over the spec-
trum bandwidth of a received signal comprising the
following steps: �

- sampling and storing (21) samples of said sig-
nal;
- arranging (22) said samples in a windows of

predetermined size;
- entering into a loop (22, 23, 24) for computing
a covariance matrix for the purpose of comput-
ing the significant eigenvalues and for determin-
ing the dimension of the sub-�space represented
by the number of significant eigenvalues;
- processing (25) said covariance matrix for the
purpose of compute one value, corresponding
to said considered window, which is represent-
ative of a scale of confidence of the probability
of signal;
- ending said loop (26) and reiterating said loop
until the completion of said scale of confidence;
- processing (27) said scale of confidence in or-
der to derive one threshold value corresponding
to one dimension which can be used for distin-
guishing between areas presumed to be vacant
and areas presumed to be subject to a signal

2. Process according to claim 1 characterized in that
said samples are representative of temporal sam-
ples.

3. Process according to claim 1 characterized in that
said samples are representative of frequency sam-
ples.

4. Process according to claim 1 characterized in that
the noise distribution is assumed to be gaussian for
samples.

5. Process according to claim 1 characterized in that
the noise distribution is assumed to be Rayleigh for
the magnitude of samples.

6. Process according to claim 1 characterized in that
said computation of the scale of confidence is based
on the AKAIKE INFORMATION THEORITICS (AIC)
criterium.

7. Process according to claim 1 characterized in that
said computation of the scale of confidence is based
on the Minimum Description Length (M.D.L.) criteri-
um.

8. Process according to claim 1 characterized in that
said processing of the scale of confidence comprises
the steps of: �

- identification of a maximum of the scale of con-
fidence for the purpose of determining the bor-
der of a vacant band, labeled a reference band;
- dividing the spectrum in bands with respect to
said reference band;
- identification of the maximum and the minimum
of the values of signal dimension respectively
corresponding to the maximum and minimum
values of the scale of the confidence;

9 10 
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- returning respective corresponding dimen-
sions, respectively Dmax and Dmin of the signif-
icant sub-�space;
- computing the threshold in accordance with
the formula: 

- processing separately each band as follows:
- extract the dimension) corresponding to higher
border DHB,: �

If the dimension of the signal at the higher
border DHB of the band is lower than the
threshold, then identifying the band to be
occupied;
If the dimension of the signal at the higher
border DHB of the band is lower than the
threshold, then identifying the band to be
vacant.

9. Process according to claim 1 characterized in that
said processing of the scale of confidence comprises
the steps of: �

- distributing the samples between a first and a
second group (Group I, Group II), said first group
comprising all the samples showing a rate of
confidence superior a predetermined level , said
second group corresponding to samples show-
ing a rate of confidence inferior than said pre-
determined value;
- processing separately each of said first and
second group for deriving one particular dimen-
sion DI, and DII associated to each group;
- computing said threshold value from said di-
mensions DI and DII.

10. Process for sensing vacant sub-�space over the spec-
trum bandwidth of a received signal comprising the
following steps: �

- sampling and storing (31) samples of said sig-
nal;
- arranging (32) said samples in a windows of
predetermined size;
- entering into a loop (32, 33, 34) for computing
a covariance matrix for the purpose of comput-
ing the significant eigenvalues and for determin-
ing the dimension of the sub-�space represented
by the number of significant eigenvalues;
- processing (35) said covariance matrix for the
purpose of computing one point of the graph of
the dimensions of the significant sub-�space of
the signal being observed;
- ending said loop (36) and reiterating said loop

until the completion of the construction of said
graph;
- determining the inversion of slopes in said
graph (37) in order to distinguish between areas
presumed to be vacant and areas presumed to
be subject to a signal

11 12 
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