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Abstract

This article presents a matching algorithm
developed for a generic object tracking system.
Matching is a critical part for the effectivenes$ o
tracking. The proposed method is a probabilistic
algorithm inspired from the emerging “discriminagiv
random fields”. Points are associated according to
their visual similarity and to spatial relations itmeir
neighborhood, based on a Delaunay triangulation.
Experimental results are presented to validate this
contribution.

1. Introduction

Our work takes place in the context of the Portivit
European project. This project aims at developing a
interactive television system, which can realizeecti
interactivity with moving objects on hand-held

not only visual information, but also
information.

We have developed a probabilistic algorithm
assessing the likelihood of the association of given
points according to both their visual descriptard the
correspondence of the surrounding points.

This article is organized as follows. The next igect
will summarize the main issues and the existing
techniques in the domain of primitive tracking. The
third section will describe our algorithm and some
results will be presented in the fourth one. Finathe
last section will conclude and discuss possible

enhancements.

spatial

2. Previous work in primitive tracking

Primitive tracking consists in matching together
points in consecutive images. Each point belonga to
trajectory. However, because of sensors pertunbatio

receivers. In this framework, the need of a generic flaws of the algorithms, occlusions of the tracked

tracking system, able to deal with all kind of vadehas
arisen. In our previous workl], a keypoint based
tracking system was build up in order to fulfilleth
specific requirements of such an application. ftiaky
came out that, the matching algorithm was the amgul
stone of our system: matching errors propagatdeo t
subsequent steps of the tracking process and lglirect
influence the quality of tracking. As a consequermee
efforts have been directed towards the improveroént
the matching algorithm.

During our first experiments, we have stated sdvera
weaknesses of the matching algorithm in variousxas
For instance, some points, while perfectly localize

primitive, or shifts of the primitive characterisij
trajectories can appear and disappear. A poinhage

t may have one or no equivalent in imagé and sites

of imaget+1 may have no associated points. In order
to solve these ambiguities, constraints are defined
These constraints can refer to characteristicshef t
primitives, to their motion, or to relations betwee
them. Algorithms can be classified based on the
constraints they use and their way to exploit them.

The first class of methods focuses on the assoniati
of a point to a trajectory. A comparison is avdiain
[2][3]. The approach developed B4] first links the
closest points and then modifies the associations i

were not matched because the distance between the@rder to build smooth trajectories. [6] a method

descriptors was slightly below the threshold. & thase
of spatially close points, the descriptors are dedly

proposes to first associate the most confidentspafir
points keeping the hardest ones for the end.

similar and sometimes lead to point inversion @rin Unfortunat8|y, this method needs a finite number of
matching. These mistakes were further disturbirgy th Points. The originality of2] approach lies on the use
motion model. In order to reduce this problem, aeen  Of a triplet of images for a finer analysis of thetion.
decided to broaden our matching criterions by using Veenman [3] associates a point to a trajectory



according to the minimization of a cost function
assessing the totality of the image.

The RANSAC (RANdom SAmple Consensus)
algorithm, developed b{6] matches points according
to a given model and is able to deal with an imgatrt
amount of noise. Further versiong7] have
considerably improved in speed.

The multi-hypothesis tracking8] is based on the
generation, at each step of the tracking, of pdi&b
that stem from the situation. Then a hypothesis ise
built up and updated during the tracking. The binasc
to be eliminated or refined correspond to assumptio

matching potential PA, are initialized. This
probability evaluates the possibility to assocefgoint
to a site using only the visual descriptors:

Py(x/, x,) = sim(desqx/),desdx,)) 0<P,(x/,x,)<1

where sim(desc1,desc2s the comparison metric of
two descriptorsdescl and desc? and desc(x) the
function giving the descriptor of the locatia@nAt the
end of this step, we have defined, for each sitthef
observed image, a set kf(k > 0) candidates for the
matching. In order to limit the computation, onhet

that appear wrong or possibly true. This technique best three candidates are kdpt(3). In a second step,

offers the opportunity to delay the decision ateatra

we iteratively compute for each candidate poing th

computation cost. The same concept is used by thematching potentials RA using the interaction

more recent particle filterf9], for which the particle
models randomly select hypotheses in relation thieh

potentiak Pl;. This value estimates the probability of a
matching hypothesis (i.e. the matching of a cartdida

model. At each step, the previous hypotheses arePOint to a site) in relation to the credibility dlfie

evaluated according to the present observationshend
model is updated in consequence.

surrounding configuration. An association is nogen
considered in an isolated manner but jointly witle t

The second type of constraints is specific to image Matching of the neighbors. To quantify the prokigpil

analysis. Shape, color or texture characteristios e
extracted from an interest point and its neighbotdho
in order to increase its specificity. This techmduas

the advantage that it only requires two images for* The matching potentials PA_(x/,x._,)

estimating the distance between points, while nmotio
characterization requires at least three images.

3. Algorithm description

of a configuration implies to evaluate the probiapibf
the neighborhood. This task is realized accordimg t
four parameters:

and

PA (X ,x",) of the two pointsx_, and x,, for
their respective siteg’ and x .

e The angle(xt"xﬂ_l,xt'xt"_l) between the two vectors

x)x, and x/x, built from the two points and

their associates in the observed image. This value
lies between 0 and 180 degrees. This angle is
further converted into a likelihooB,,ge an angle

of 180 degrees being considered as impossible, and
a 0 degree angle leading to an absolute confidence
in the matching.

The difference of the Euclidian distance between

The basic idea is to use the neighborhood around
the points, and not solely their descriptors, toidk of
the correspondence between a model point and an
observed point in the image. The neighborhood
relationships are modeled using a Delaunay
triangulation. Indeed, with the quality criteriofi the
minimum angle, the Delaunay triangulation has ab fl
average triangle, which is adequate for represgittie .
notion of proximity. The triangulation is performed
the points of the observed image rather than on the
model ones. Two factors have influenced this denisi
First of all, the number of points of the obseriedge
is always inferior or equal to the model one, st the
triangulation is faster. Second, triangulation dam
used to update the motion of non-matched pointsdas
on their matched neighbors.

In order to exploit the neighborhood relationships
jointly with the visual information, we build up a
probabilistic algorithm that stems from an emerging
technique: the discriminative random fielfid]. We
compare then model points{x_J, i01..n, from the

imaget-1, to them sites{x/}, j01..m of the observed
imaget. The algorithm operates in two steps. First, the

the two vectorsx!x_, and x x', :

d3(x/, X1, X, X) = maddilx, XX, XE), d20¢ X, X X))
with d1 andd?2 the following distances:
dl(xs',x:1,x:,xf1):1—d(?%x:1>—d(x:,xfli/30

iy min{d (', X,),d (X, )
d20x), X0, % %) = — :
PR madd O, %), d (), X))

and d the euclidian distance between two points.

The distance d3 is a combination betwegh

yielding good results for a smadl, andd2 being

accurate in the case of large valuesd of

The importance of those parameters could be adjuste
with a system of weights, but the saliency of thiese




factors varies according to the motion regularityhe
tracked object, which itself depends on the kind of
video studied. As our system aims at being genalic,
video genres should be expected. Thus, we havwgpset
equivalent weights for each of the parameters. rThei
mean offers a satisfying assessment for the prétyabi

of a neighborhood, except wheq, = X, which is an
impossible configuration. Indeed, the same pointido

be affected to two sites. In this case, the liladith is
null. More formally, we have:

i | k
P x4 5 )= {(PAl(x: )P (K K) P+ 034
0 si X,=X4
In order to evaluate the global likelihood of a

configuration, for a fixed sitex[j and a matching

candidate([i_l, the interaction probabilities for all the

neighbors, and for each possible surrounding
configuration of a candidate should be combined..
Actually, if, for each site, we could have up toeth
possible candidates, it will result a multitude of
possible neighborhoods. Two formulations are
considered:

PA B, X[ )= 3 ma (P b o )

PA X! X x¢ Xt :Ilz[l_lk PG )

In order to respect the uniqueness rule (one muinkd

only be associated to one site) the configurations

containing twice the same point are avoided. Tl fi
possibility selects the most probable configuration
whereas the second one considers the information fr
all the configurations in an equivalent manner. For
practical purposes, it frequently exists a predamin
configuration for many minor cases. Hence, we
preferred to implement and experiment the first
formulation.

So, the matching potentialsPA are iteratively
recomputed until the end of the algorithm. Two
stopping criterions could be figured out:

e Continue the algorithm till, for each site, a
matching assumption is retained. A matching

estimation of the spatial relationships but
improves the risk of neglecting the visual
information. So, for the rest of this paper, this
criterion will be chosen, with=1.

4. Experimental results

In order to evaluate our algorithm, we have chasen
compare the performances for two different versioins
our tracking systenfl]. The first one includes our
matching algorithm and is using the Delaunay
triangulation in order to update the points of thedel
according to their neighbors. The second one costai
basic matching algorithm only based on the visual
descriptors and the points are updated accorditigeto
global object motion. In both cases, the remaining
ambiguities are solved by trusting the point wikle t
highest value (respectively the highest probabitity
the smallest distance between the descriptors). The
points are extracted with a Harris-Laplace detector
[11], enriched with color momenf{42] computed on a
circular region centered on the point, of a size
proportional to the detected scale. The descripaoes
compared using the Mahanalobis distance. The tracke
are evaluated according to the comparison between t
bounding boxA returned by the tracking system and a
hand-labeled ground truth bounding bdx The
following classical formula is used:

An B
AOB

d(A,B) =

The description of the various video used and their
results using the two trackers are displayed ithetdb
Except for the “cognac” sequence, our algorithndsea
to better tracking results, and the object is ndest.
This confirms that our tracker is robust for a geea

variety of video genres.

5. Conclusion

In this article, we have presented a probabilistic
matching algorithm satisfying the conditions of a

hypothesis could be considered as validated, if, ageneric tracking system where no specific modeltbas

candidate point has a probability higher that a
given thresholds2, or if the likelihood of all the
candidate points is lower that a threshedd

» Executen iterations, and then, affect to each site
the point having the highest matching probability,
if this last is superior to a user fixed threshsid
We can notice that witm=0, no iterations are
performed and only the visual descriptors are
considered. Settingh high will give a better

be defined. The experimental results show good
performances for object tracking. Though it was
developed for an object tracking application, iulcb
also easily be adapted to other kinds of applicatio

The current version only uses the previous image. |

will be interesting to investigate a wider tempousk

of the images, in order to maintain smooth trajeeto



Table 1: comparison of a tracker using our matching alparitand a basic tracker. For a given frame, thebmurdisplayed is
the average performance over all the previous fsaBest results are highlighted in yellow.

Video Name Ob.JeCt Difficulties Description Frame| Basic Tracker Improved
Size Tracker
Fashion Big None woman turning back 30 89,57% 88,77%
60 79,17% 78,56%
90 77,57% 76,15%
120 78,4% 78,83%
Soccer Small None Football player 30 70,62% 81,5%
tracking 70 72,56% 74,04%
Cooking Medium scale change, Marmite tracking 30 90,48% 93,26%
cluttered background| with camera moveme®0D 75,78% 81,9%
Cognac Small Qcclusmns, f"?lSt & Cognac bottle 15 72,43% 54,79%
irregular motion,
cluttered background tracking 3( 53,21% 27,35%
Jellyfish Medium low contrast, jellyfish swimming 15 65,07% 76,39%
fast object change 30 52,73% 69,61%
Frying Medium | cluttered background Cook showinga 25 92,17% 85,83%
pan frying pan 50 81,89% 79,89%
75 79,89% 79,49%
Bottle Small Occlusions, bottle passing from 20 96,75% 96,75%
cluttered background hand to hand | 40 73,7% 70,53%
60 62,35% 58,21%

Combining this algorithm with multi-hypothesis
tracking for instance could further improve the lgya
of the tracking.
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