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Abstract

The Intelligent Agent technology is being more and more used in treating all

kind of information; in the case of network management, where machines moni-

tor machines, a special care must be taken with respect to the reliability of the

information. In this paper we discuss how to ensure reliability using the System

Level Diagnosis. A diagnosis test specially designed for the network management

using a multi-agent system is presented, and we show how the SLD technique was

implemented in the scope of the DIANA project.
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1 INTRODUCTION 1

1 Introduction

Intelligent Agents are becoming a new fashion in computer domain as it happened with
the Object Paradigm several years ago. Di�erent kinds of agents have appeared with
di�erent labels and functions, and many authors have already tried to classify the growing
population of agents [15, 19, 24]. One of the objective of this new trend is to give an
apparent intelligence to a light software, compared to the huge expert systems.

In the DIANA2 (Distributed Intelligent Agents for Network Administration) project,
the main objective is to achieve network management using Intelligent Agents delegating
tasks in a simple and easy way, using mainly the deliberative and reactive properties of
agents [9]. Moreover, the DIANA agents must be able to communicate and \cooperate"
to achieve in a coordinate way the goals they are given.

Delegation is not a new idea in management systems (see [25]). Other researchers
and projects have already been interested in using Intelligent Agents for network man-
agement. For instance the authors in [22] suggest mobile agents to decentralise network
management, in an extension to the client/server model in which the client and server
exchange messages during execution. In [23], a multi-agent system (HYBRID) is proposed
for tra�c management in ATM networks

The network manager that uses an Intelligent Agents system must trust his agents.
He has to be sure all the time that each agent is running and that it has correct and
updated information. Of course in most of the distributed agent systems this should be
true, but within the network administration domain this is a condition sine qua non, since
the information collected is used to control the network, to diagnose the connectivity and
security states, to change con�gurations and to improve the quality of service o�ered to
the users or to achieve any goal delegated to them.

Faults in an Intelligent Agent system may occur: hosts going down, congested links,
CPU overload, etc. and even the agent code may be corrupted. If an agent is not capable
of accomplishing its goals, then either it must be replaced, repaired or the goals he has
to achieve should be redistributed to the other agents. Hence, in order not to ruin the
management system, the network manager and the system as a whole must be aware
of the condition of its components, every possible faulty agent (where the fault may be
caused by the machine, the environment or any other reason) must be discovered as soon
as possible, and the actual set of \faulty-free" agents must be known.

Some studies in failure detection and recovery in multi-agent systems have already
begun [1, 16]. In the approach adopted in [16], the goal is to verify if the behavior of
one agent is coherent with the global goal, using social comparisons. The authors in [1]
propose a data distribution to facilitate recovery, based in a temporal communication
scheme. In the present work, the objective is to consider not only the properties of the

2Project DIANA is �nancially supported by Swisscom.



2 DIAGNOSING MODEL 2

multi-agent system, but also to take in account that this system is dedicated to network
management tasks. Therefore, \fault-free" is understood here as reliable.

To �nd out which agents are reliable or not, one must diagnose the Intelligent Agents
Network. Many di�erent diagnosis models exist, for instance: model based diagnosis
[11], alarm correlation [5, 17], probabilistic methods [12], expert systems and case based
reasoning [6, 10, 18] and the System Level Diagnosis (SLD) model. Due to the spe-
ci�c characteristics of the Intelligent Agent system case, the SLD was chosen to update
continuously the knowledge of the reliability degree of the Intelligent Agent system.

The contents of this article are the following. The choice of SLD will be discussed
in Section 2. In Section 3 the concept of reliability will be de�ned. The testing scheme
will be presented in Section 4. To be able to use SLD within the intelligent agent model,
we indicate in Section 5 how the diagnosis was implemented within the DIANA agent
architecture. In Section 6 we discuss how all the information required for the diagnosis
can be used for a further reasoning about the networks state. Finally we close the paper
with some remarks and research directions. In what follows we use agent and intelligent
agent interchangebly.

2 Diagnosing model

The System-Level Diagnosis model was introduced in [20] to diagnose faulty units in a
system. In a nutshell SLD considers each node in a network (in the present case, each
agent) as a unit. One unit may test and be tested by the other units, each test is assumed
to produce a binary result: faulty or fault-free. The result of all the tests is called the
syndrome, and the diagnosis is done using the obtained syndrome.

Much research has already been done concerning SLD, and among the possible ap-
proaches, we can �nd:

� centralized [3, 7, 14, 20] and distributed algorithms [2, 4, 8, 13, 21]

� one-step [3, 8, 20] and adaptive diagnosis [2, 4, 7, 13, 14, 21]

� faulty nodes diagnosis only [2, 3, 4, 7, 14, 20, 21], faulty nodes and links diagnosis
[3, 7, 13].

As it was mentioned in the introduction, the goal is to provide knowledge about the
reliability of the system, that is, reliability of each agent must be tested. We will consider
the Intelligent Agent system as the virtual network composed of agents and links between
agents, where the virtual links are implemented through physical wires, cables, paths
using routers, bridges, etc. In this case an SLD model with only faulty nodes detection



2 DIAGNOSING MODEL 3

is better adapted, since the virtual links are not uniquely implemented, and they may
change in time.

Both the adaptive and one-step approaches could be used, but due to the way one
agent should test another (see Section 4) the one-step method was found to be less time
and bandwidth consuming.

The implemented algorithm is based on ideas from [7]. Chutani and Nussbaumer
propose an adaptive algorithm, where tests are performed depending on previous results.
We used the same algorithm, but with an underlying test graph built as described in
[20], which is not necessarily complete. Such a test graph was proven [20] to be su�cient
to diagnose a system said \one-step diagnosable". In the DIANA project, the system is
diagnosable if at least half of the number of agents is reliable; if more than this number
are faulty, the system is considered to be undiagnosable and the SLD algorithm will not
be able to �nd which are the faulty and fault-free agents.

2
3

5

1 4

Figure 1: Test graph for �ve agents

Such a hypothesis does not seem to be unreal, since it is very unlikely that a system is
half unreliable. If this is the case, something is actually going very wrong, and a message
like \System undiagnosable" should be su�cient as a result to warn the network manager.

Using the hypothesis that at most half the number of agents is faulty, the algorithm
tries to �nd one fault-free agent, and using the results of the tests performed by this agent
(and the other fault-free diagnosed agents) all the system is diagnosed.

The algorithm is the following:
Input: Test graph S, set of nodes V (S),
Output: a fault-free unit ui 2 V (S), or an undiagnosable system.

1. Initialize the state, U := V (S); TS := ;, Candidates := ;,

2. While Length(U) > 0 and Length(Candidates) < jV (S)j+1
2 do

3. if (Length (Candidates) = 0), select an arbitrary node u 2 U , put u at the end of
the list Candidates and set U := U n fug
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4. If Length(U) > 0, let uj be the last element of Candidates. Find a node ui 2 U

such that the result of ui testing uj is fault-free;

� if there is such a node ui, place ui at the end of Candidates, remove ui from
U , and goto step 2,

� otherwise, remove uj from the end of Candidates, goto to step 2.

5. If Length (Candidates) � jV (S)j+1
2

, the �rst element in the list is good; otherwise the
system is not diagnosable.

In the next sections we describe what a fault-free (or reliable) agent is, and how the
test will be performed.

3 Reliable Agents

An agent is considered to be reliable if the data that it is supposed to possess is reliable,
i.e., correct and updated. This is meant to guarantee that an agent correctly perceives its
domain, where domain here means the set of network elements the agent is responsible
for, and that its data-base matches reality.

A great part of the data stored by an agent comes through the network, sent by an
SNMP, CMIP or other agent. Some of the information is polled continuously and some
is requested when necessary. As most of the action an agent has to perform is based on
all this information (comparison with thresholds, state changes, etc), freshness must be a
property required for the collected data.

So, an agent will be said to be reliable not only if it possesses correct information
reecting the state of its domain in the network, but also if its information is recent.
This property would imply that the agent has no problems in accessing the network and
the network elements, and in processing and storing the information coming through the
network.

We face now the problem of �nding out a way to verify that a domain is correctly
perceived without checking the agent whole database and comparing it to the data coming
from the network elements. Some representative elements must be chosen in the agent
domain, and may include servers, printers, routers, switches, hosts, etc.

Of course the choice of the representative elements depends strongly on the de�nition
of the agent's domain. For instance, if the domain of an agent consists of elements in
a same Ethernet line section, then checking a sample containing some elements of this
subnetwork may su�ce to guarantee that what the agent sees is correct. But if the agent's
domain consists of several routers of a network, or elements in di�erent sections, then the
route from this agent to one element may be (most probably is) di�erent from the one
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to another element in a di�erent sub-network. In this case, choosing only some of the
elements of the domain may not be su�cient.

4 Testing

One of the most important points in the SLD implementation is the choice of the test.
From a theoretical point of view several tests exist: symmetrical, asymmetrical, and others
(see [3] for a review), but in practice the test depends on the system to be diagnosed,
on the properties and characteristics of the system and its components, on the available
testing tools, and this may even include the protocols available when telecommunications
systems are considered. In this section we propose a procedure for an intelligent agent to
test another one, using the idea of representative elements, considering that the system
is composed of intelligent agents designed for network management.

As said before, each agent is in charge of monitoring and storing information of a
certain set of network elements, the agent's domain. In order to diagnose one agent, its
neighbors will check if the information that this agent possesses are correct and updated.

In order to do this, to each agent will be assigned a test domain. The test domain of
an agent consists of its own representative elements and the representative elements of its
neighbors (see Fig. 2). Independent of the information needed for the normal talks of the
agent, a minimum set of information must be stored for the elements in the test domain.
This set of information must be the same for all agents and all representative elements,
so that information may be easily exchanged and compared.

Domain  i+1Domain  i-1

Agent i+1Agent i-1 Agent i

Test Domain i+1

Representative elements

Test Domain i-1 Test Domain i

Domain  i

Figure 2: Test domain

For instance, the set of important information for one representative element may be
composed of:
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� the response to a Ping request,

� the network element sysUpTime of the last status request,

� the status of the �rst interface in the interface MIB table.

The agent database for diagnosis purposes would then contain a table as depicted in
Table 1, where each element Ei is a representative element in the agent test domain.

Network Element Ping? sysUpTime interface status
E1 OK . . . up
E2 OK . . . down
E3 OK . . . up
E4 NO ? ?
� � � . . . . . . . . .

Table 1: Test domain table

The test procedure is the following: periodically each agent sends to its neighbors the
information it has collected of these neighbor representative elements, and also receives
from each neighbor information about the neighbor representative elements. The received
information is then compared to the data locally collected. The test consists in checking,
for each neighbor and each representative element, that variables like Ping response or
interface status have identical values in both samples, and checking that the values of a
variable as sysUpTime di�er in the two samples only in a reasonable amount of time { the
acceptance interval. If a certain percentage of the representative elements of one neighbor
passes the test, then the agent considers this neighbor to be reliable. This percentage
may vary from network to network; in the DIANA demonstration the absolute majority,
(i.e. > 50%) was chosen as the number of elements that should succeed the test.

The periodicity of the test and the acceptance interval depend strongly upon the
polling frequency (and this depends on the number of representative elements being mon-
itored). Experiments must be made to reach a balance between these values, so that
wrong conclusions are not produced because of too small and/or large values. Of course,
a less frequent periodicity implies having a greater acceptance interval, but other factors
may inuence the �nal values.

As it was de�ned, the test is clearly asymmetrical, since each agent tests the infor-
mation concerning the representative elements of its neighbors, an not its own. So, since
di�erent tests are being performed, the outcome of A testing B and B testing A may
be di�erent. This can occur when di�erent sets of representative elements are reached
di�erently by di�erent agents. In Section 6 we point out how this kind of representative
elements information can lead to some conclusions about the network reachability.
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5 Implementation

In the DIANA agent architecture [9], the SLD is implemented as a skill, that is, an
independent module that is loaded only when needed, and that consists of several tasks
whose goals are specialized in a domain activity. Two di�erent skill modules are necessary:
one common for every agent, the SLD or slave module, and one special for the master
agent, the SLDM or master module.

The agent that is asked to load the SLDM module is considered to be the master,
and should perform some special functions besides the simple SLD test. The result about
the agents state is also updated by the master agent, and is available to the other skill
modules.

Master role

1. Get the agents list (pre-requisite information)

2. Create an information per agent, representing the agent status

3. Determine each agent neighborhood

4. Ask the other agents to start the SLD, sending to them the needed data for the
SLD module to start

5. Repeat

(a) Wait for the slave agents to send their diagnosis, and consolidate the result

(b) Updates each agent status

Slave role

The slave starts with the information given by the master: the master identi�cation and
its neighbors. In order to execute, this module needs that a monitor module updates
information about the representative elements. To consider the diversity of domains, the
agent may be told which kind of representative elements and how many elements must
be chosen. The agent role is then the following:

1. Filter the agent domain to obtain the representative elements, using the type of
each network element

2. Send to its neighbors its representative elements

3. Get its neighbors representative elements
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4. Ask to the monitoring skill module to update the beliefs about its own representative
elements, and the representative elements of each neighbor agent

5. Repeat

(a) Get the local monitoring result

(b) Send to the neighbors the local monitoring result

(c) Get the distant monitoring result

(d) Consolidate the results obtaining the diagnosis about its neighbors

(e) Send to the master its diagnosis about its neighbors

(f) Wait until next consolidation time

In the demonstration, the goal is to have information about some network elements
(NE), and the agents monitor the NE in a delegated way. The information collected by
the agents is sent to a master agent; this one, based on the diagnosis given by the SLD,
decides to use or not the collected information, and to redistribute the domains, if the
status of an agent changes. A scenario showing the utility of SLD was prepared, where
the fault of a NE is not noticed, because the agent that should monitor this NE was not
reliable when the fault occurred.

6 Further Improvement in Diagnosis

With the information collected for the agent system diagnosis, more than a simple com-
parison can be done. Inferences about the information concerning several elements can
be drawn, if su�cient data about the topology of the network is maintained.

What will be described in this section are examples of how one could diagnose more
than only the intelligent agent system; diagnose further means to extend the procedure
of testing an agent to a more comprehensive understanding of the network state.

For instance, if a set of elements in a same subnetwork do not answer to a Ping request,
then there must be a network problem to attain this subnetwork, and the agent cannot
conclude anything about this domain. If only some elements do not answer, then these
network elements may be down. In this case if the used protocol is unreliable, before
warning the manager, the agent should repeat the request.

For each representative element, if one of the collected sysUpTime is too old, then
most probably there is a problem with the status request or with the network element,
and a new request should be done (if the protocol is unreliable). But if this happens for
a great number (to be de�ned) of network elements, then the agent that has the oldest
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data has some problem in treating the informations it receives and will be seen as faulty
by its neighbors; remark that this agent will see its neighbors fault-free.

The agent should now compare the network element \status" of the elements that
have an updated information. If they di�er for one element, then another request may
be made. And, as before, if this happens for a great number (to be de�ned) of network
elements, then one of the agents has a problem. In fact in this case each agent will see its
neighbor faulty.

Table 2 summarizes the situation. The column Correlation means that the elements
that present the same variable values are reached using the same route starting from the
agent. A white cell implies that the associated value is not relevant for the diagnosis, or
is not available. The notation t2 >> t1 means that t2 is more recent that t1, and t2 ' t1
means that the values are within an acceptable interval.

Agent1 Agent2

Ping Time if Status Ping Time if Status Correlation Result

No No NE problem

No Yes Reachability problem

OK t1 OK t2 >> t1 No NE or SNMP problem

OK t1 OK t2 >> t1 Yes Agent1 unreliable

OK t1 S1 OK t2 ' t1 S2 6= S1 No NE or SNMP problem

OK t1 S1 OK t2 ' t1 S2 6= S1 Yes Agent1 or Agent2 unreliable

Table 2: Diagnosis table

7 Conclusion

The Intelligent Agent technology is being more and more used in treating all kind of
information; in the case of network management, where machines monitor machines, a
special care must be taken with respect to the reliability of the information.

In this paper we discussed how to ensure reliability using the System Level Diagnosis.
A diagnosis test specially designed for the network management using a multi-agent sys-
tem was presented, and we showed how the SLD technique was implemented in the scope
of the DIANA project.

As already pointed out, the information collected for the diagnosis test may be also
used to have an overall idea of the network health state and its connectivity. Some work
in this direction will be conducted within the DIANA project, where the main idea is
summarized be the scheme depicted in �gure 3.
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Figure 3: Future work

The SLD technique can be also used and adapted to other specialized multi-agent
systems. The most important point { as with every SLD application { is to design a
suitable diagnosis test, as the one presented in this paper.
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